Abstract — Drift-diffusion equations are solved with the finite difference method that involves nonuniform discretization of the spatial and temporal domains. By using a broadband window function as the modulation method, we achieve to calculate the quantum efficiency, phase noise, bandwidth, and response time of various types of photodetectors in a single run on a desktop computer.

1. INTRODUCTION

Photodetectors convert light into electrical signals and are commonly used in a wide range of applications that include metrology, optical communication systems, cameras, and LiDAR systems for autonomous vehicles. Drift-diffusion equations that can be solved with the finite difference method are often used to study the electrical behavior of these photodetectors. This approach is a useful compromise between Monte-Carlo simulations that are too complex to model the complex geometry of modern-day devices and purely empirical models that have limited predictive power. The drift-diffusion equations model the creation of electron-hole pairs in the presence of light and the movement of both electrons and holes in the semiconductor layers of the photodetector. The electrons and holes are effectively modeled as continuous fluids.

From quantum efficiency to phase noise, bandwidth to response time, various metrics can be used to describe the performance of a photodetector. A traditional yet moderately effective approach for obtaining these metrics is to solve the drift-diffusion equations assuming single frequencies for excitation and modulation with the finite-difference method as is done for example in [1, 2]. Using uniform grids in both the spatial and temporal domains simplifies both the formulation and implementation of these equations. However, this approach reduces the overall computational efficiency. Using a non-uniform spatial grid in which the maximum allowable mesh density in a given layer is chosen according to the refractive index of the material and increasing the mesh density near the boundaries between the neighboring layers makes it possible to reduce the number of unknowns while securing the desired accuracy level. Similarly, using large time steps when the fields and current are not significantly changing inside the domain of interest and using smaller time steps when they are expected to change can help with reducing the number of time steps used for the dynamic analysis. From the spectral point of view, studying non-linear devices such as photodetectors at unique excitation and modulation frequencies is a very safe choice but again not an efficient one from a computational point of view. Utilization of broadband modulation can be used to provide a broad RF response for such devices.

In this work, we address all of these issues by implementing a drift-diffusion equations solver with a finite-difference method that uses a non-uniform discretization of the spatial and temporal domains [3] and uses a broadband window functions as the modulation method [4, 5] to calculate the metrics of the photodetectors in a single run on a regular desktop computer. Comparison of the numerical results with experiments confirm the high accuracy of the proposed approach that yields a two-orders-of-magnitude reduction in computation time.

The outline of this paper is as follows: We first provide a brief summary of the drift-diffusion equations to analyze one-dimensional photodetectors consisting of an arbitrary number of semiconducting layers. Then, we briefly discuss the details of our one-dimensional computational model. In the third section, we present our numerical results for a photodetector that was studied experimentally in [6]. Finally, we provide some comments and conclusions.
2. FORMULATION AND IMPLEMENTATION

2.1. Drift-diffusion Equations

Our formulation starts with the electron and hole continuity equations and the Poisson equation,

\[
\frac{\partial (p - N_A^-)}{\partial t} = -\frac{1}{q} \nabla \cdot J_p + G_{ii} + G_{opt} - R(n, p),
\]

\[
\frac{\partial (n - N_D^+)}{\partial t} = +\frac{1}{q} \nabla \cdot J_n + G_{ii} + G_{opt} - R(n, p),
\]

\[
\nabla \cdot E = \frac{q}{\epsilon} (n - p + N_A^- - N_D^+),
\]

where \( n \) is the electron density, \( p \) is the hole density, \( t \) is time, \( q \) is the unit of charge, \( J_n \) is the electron current density, \( J_p \) is the hole current density, \( R \) is the recombination rate, \( G_{ii} \) and \( G_{opt} \) are impact ionization and optical generation rates, \( E \) is the electric field at any point in the device, \( \epsilon \) is the electrical permittivity, \( N_A^- \) is the ionized acceptor concentration, and \( N_D^+ \) is the ionized donor concentration. The electron and hole current densities are governed by the equations

\[
J_p = q p \nu_p(E) - q D_p \nabla p \quad \text{and} \quad J_n = q n \nu_n(E) + q D_n \nabla n,
\]

where \( \nu_n(E) \) and \( \nu_p(E) \) are the electric-field-dependent electron and hole drift velocities, \( D_n \) and \( D_p \) are the electron and hole diffusion coefficients, respectively. We use the following empirical expressions for \( \nu_n(E) \) and \( \nu_p(E) \) to fit the measured results

\[
\nu_n(E) = \frac{E (\mu_n + v_{n,sat} \beta |E|)}{1 + \beta |E|^2} \quad \text{and} \quad \nu_p(E) = \frac{\mu_p v_{p,sat} E}{(v_{p,sat}^2 + \mu_p^2 |E|^{2\gamma})^{1/\gamma}},
\]

where \( \mu_n \) is the electron low-field mobility, \( v_{n,sat} \) is the saturated electron velocity, \( \beta \) is a fitting parameter, \( \mu_p \) is the hole low-field mobility, \( \gamma \) is an empirical fitting parameter that depends on temperature, and \( v_{p,sat} \) is the saturated hole velocity. To take into account the dependence of electron and hole low field mobilities, \( \mu_n \) and \( \mu_p \), on the doping density, we define

\[
\mu_{n,p} = \frac{\mu_{n,p_0}}{1 + \left(\frac{N_D + N_A^-}{N_{ref}}\right)^\eta},
\]

where \( \mu_{n_0} \) and \( \mu_{p_0} \) are electron and hole mobilities at low doping concentrations, respectively, while \( N_{ref} \) and \( \eta \) are empirical parameters. The electric field dependent electron and hole diffusion coefficients are calculated with [7]

\[
D_n(E) = \frac{k_B T \mu_n}{q} \left[ 1 - 2 (|E|/E_p)^2 + \frac{4}{3} (|E|/E_p)^3 \right]^{1/4} \quad \text{and} \quad D_p(E) = \frac{k_B T \nu_p(E)}{E},
\]

where \( E_p \) is the electric field at which the diffusion constant peaks. The main contribution to the recombination rate in Eq. (1) is the Shockley-Read-Hall (SRH) effect, which yields [8]

\[
R = \frac{np - n_i^2}{\tau_p (n + n_i) + \tau_n (p + n_i)},
\]

where \( \tau_n \), \( \tau_p \), and \( n_i \) are the electron and hole lifetimes and intrinsic carrier density respectively.

The optical generation rate in Eq. (1) is \( G_{opt}(x, t) = G_c(t) e^{-\alpha(L-x)} \), where \( \alpha \) is the absorption coefficient, \( x \) is distance across the device, \( L \) is the device length, and \( G_c(t) \) is the generation rate coefficient as a function of time, which is given by \( G_c(t) = \alpha P_{opt}(t)/A W_{\text{photon}} \), where \( P_{opt}(t) \) is the optical power as a function of time, \( A \) is the area of the light spot, and \( W_{\text{photon}} \) is the photon energy [9]. Note that the generation rate in the absorption layer depends on the location in the device as well as the material. The total output current is the sum of the hole, electron, and displacement currents, i.e., \( J_{\text{total}} = J_n + J_p + \epsilon \partial E/\partial t \).
Our model accounts for the incomplete ionization of doping impurities such as boron, aluminum, and nitrogen, using the following expressions [9, 10],

\[
N_D^+ = \frac{N_D}{1 + g_D \exp \left( \frac{E_C - E_D}{k_B T} \right) \exp \left( \frac{E_{F_D} - E_C}{k_B T} \right)},
\]

\[
N_A^- = \frac{N_A}{1 + g_A \exp \left( \frac{E_A - E_V}{k_B T} \right) \exp \left( \frac{-E_{F_H} - E_V}{k_B T} \right)},
\]

where \( N_D \) and \( N_A \) are the donor and acceptor impurity concentrations, \( g_D \) and \( g_A \) are the respective ground-state degeneracy of donor and acceptor impurity levels [2, 11], \( E_C \) and \( E_D \) are the acceptor and donor energy levels, \( E_C \) and \( E_V \) are the low conduction band and the high valence band energy levels, \( E_{F_D} \) and \( E_{F_H} \) are the quasi-Fermi energy levels for the electrons and holes, and \( T \) is the temperature. The electron and hole generation rate due to impact ionization \( G_{ii} \) can be calculated using the formulae [12, 13]

\[
G_{ii} = \alpha_n \frac{|J_n|}{q} + \alpha_p \frac{|J_p|}{q},
\]

where \( \alpha_n \) and \( \alpha_p \) are the impact ionization coefficients of the electrons and holes, respectively. We calculate their values using the formulae [12, 13]

\[
\alpha_n = A_n \cdot e^{-B_n/|E|} \quad \text{and} \quad \alpha_p = A_p \cdot e^{-B_p/|E|},
\]

where \( A_n, B_n, A_p, \) and \( B_p \) are experimentally-determined parameters [13, 14].

### 2.2. One-dimensional Computational Model

The implicit Euler method is used to discretize the drift-diffusion equations in time \( t \) for numerical computation. The spatial discretization along \( x \) is done non-uniformly, so that the spatial sampling density increases near the interfaces between neighboring layers.

For a photodetector that detects high-peak-power, ultra-short optical pulses, we need to have a sufficient number of points around the pulse to capture the rapidly changing fields and currents along the photodetector. In order achieve this, we proposed a novel nonuniform time-stepping method in [3] as follows. We first divide the simulation time \( t \) into two parts \( t_A \) and \( t_B \), where \( t_A \) is the time steps from \( t = 0 \) to \( t = t_c \), where \( t_c \) is the pulse center, and \( t_B \) is the time steps from \( t = t_c \) to \( t = t_R \), where \( t_R \) is the pulse repetition period. \( t_B \) is determined by using the following expressions

\[
t_B[\ell] = t_c + \left( \frac{t_R - t_c}{\sum_{k=1}^{M} \xi(k)} \right) \sum_{k=1}^{\ell} \xi(k),
\]

\[
\xi(k) = \{t_{\log,B}[k] - t_{\log,B}[k-1]\} \left( \frac{k + c_1}{M + c_1} \right)^{c_2},
\]

where \( t_{\log,B}[\ell] = t_R^{(\ell-1)/(M-1)} t_c^{(M-\ell)/(M-1)} \) for \( i = 1, 2, \ldots, M \), \( c_1 \) and \( c_2 \) are coefficients that we can choose to control the amount we shrink/enlarge \( \Delta t[\ell] \). A similar set of formulas is used to determine \( t_A \) and \( t_{\log,A} \). Note that we define \( t_{\log,B}[0] = t_{\log,B}[1] \), so that \( t_B[1] = t_c \).

Figure 1 schematically shows the mesh that we use to discretize the \( x \)-dimension. We define the hole density \( p \), the electron density \( n \), and the electric potential \( \psi \) at the integer points in the mesh that are indexed by \( l = 1, 2, \ldots, N \). The current and electric field are defined at intermediate points that are indexed by \( l = 3/2, 5/2, \ldots, N - 1/2 \). We define the distance between the integer points \( l \) and \( l + 1 \) as \( h_l \) and the distance between the intermediate points \( l - 1/2 \) and \( l + 1/2 \) as \( h'_l \). We set \( h'_l = (h_{l-1} + h_l)/2 \) and approximate the electric field at the half-integer points in the mesh as \( E_{l+1/2} = - (\psi_{l+1} - \psi_l) / h'_l \), where \( \psi_l \) is the potential at mesh-point \( l \).

We approximate \( \partial p / \partial x \) and \( \partial n / \partial x \) at the half-integer points as

\[
\frac{\partial p}{\partial x} \bigg|_{l+1/2} = \frac{p_{l+1} - p_l}{h'_l} \quad \text{and} \quad \frac{\partial n}{\partial x} \bigg|_{l+1/2} = \frac{n_{l+1} - n_l}{h'_l},
\]
and finally holes, which is obtained by inserting Eqs. (3) and 5 into Eq. (2), can be written as a differential element to obtain the hole density at the interface assuming that all other variables are constant across the grid, and we integrate across the grid

$$\int_{x}^{x+1}$$

and

$$\int_{x-1}^{x}$$

where $p_{i+1/2} = (p_{i+1} + p_{i})/2$, $n_{i+1/2} = (n_{i+1} + n_{i})/2$, $D_{n,i+1/2}$ and $D_{p,i+1/2}$ are the electron and hole diffusion coefficients at the point $l + 1/2$, and $v_{n,i+1/2}$ and $v_{p,i+1/2}$ are the electron and hole drift velocities at the point $l + 1/2$.

Using this mesh, we discretize Eq. (1) so that it becomes

$$\frac{n_{i+1}^{t+1} - n_{i}^{t}}{\Delta t} = \frac{1}{q} \left( \frac{J_{n,i+1/2}^{t+1} - J_{n,i-1/2}^{t+1}}{h_{i}} \right) + G_{i}^{t+1} + G_{i,l}^{t+1} - R_{i}^{t+1},$$

$$\frac{p_{i+1}^{t+1} - p_{i}^{t}}{\Delta t} = \frac{1}{q} \left( \frac{(J_{p})_{i+1/2}^{t+1} - (J_{p})_{i-1/2}^{t+1}}{h_{i}} \right) + G_{i}^{t+1} + G_{i,l}^{t+1} - R_{i}^{t+1},$$

where $n_{i}^{t+1}$ and $p_{i}^{t+1}$ are the electron and hole densities at the point $l$ and time-step $i+1$, respectively, $G_{i}^{t+1}$ is the generation rate at the point $l$ and time-step $i+1$, $R_{i}^{t+1}$ is the recombinination rate at the point $l$ and time-step $i+1$, $\varphi_{i}^{t+1}$ is the electrostatic potential at the point $l$ and time-step $i+1$, and finally $N_{D}^{+}$ and $N_{A}^{-}$ are the ionized donor and acceptor doping densities at the point $l$.

At the heterojunction interface $x_{0}$ that we show in Figure 2, the discretization is different due to a discontinuity in the hole density. Figure 2 shows a schematic illustration of the discretization in this case. We treat the drift-diffusion equation as a differential equation in the hole density, assuming that all other variables are constant across the grid, and we integrate across the grid element to obtain the hole density at the interface $x_{0}$. The integration is done in two steps, first from $x_{l}$ to $x_{0}$ and then from $x_{0}$ to $x_{l+1}$, as illustrated in Figure 2. The drift-diffusion equation for holes, which is obtained by inserting Eqs. (3) and 5 into Eq. (2), can be written as a differential equation in the hole density,

$$\frac{\partial p}{\partial x} = \frac{qE}{k_{B}T}p - \frac{E_{p}}{k_{B}Tv_{p}}.$$  

Integrating from $x_{l}$ to $x_{0}$ yields

$$p_{x_{0}} = p_{l} \exp \left[ \frac{qE_{l+1/2}}{k_{B}T} \Delta x_{l} \right] - \frac{J_{p,l+1/2}}{qv_{p,l+1/2}} \left\{ 1 - \exp \left[ \frac{qE_{l+1/2}}{k_{B}T} \Delta x_{l} \right] \right\}.$$  

The integral from $x_{0}$ to $x_{m+1}$ yields:

$$p_{x_{m}} = p_{l+1} \exp \left[ - \frac{qE_{l+1/2}}{k_{B}T} \Delta x_{l} \right] - \frac{J_{p,l+1/2}}{qv_{p,l+1/2}} \left\{ 1 - \exp \left[ - \frac{qE_{l+1/2}}{k_{B}T} \Delta x_{l} \right] \right\}.$$
2.3. Excitation Methods

We assume a monochromatic excitation to calculate the quantum efficiency and phase noise of a photodetector. If a continuous laser illumination is assumed, then we calculate these features in two steps. We first calculate the steady state output current. Then, we perturb the generation rate by

\[ \Delta \frac{dG}{dt} = \Delta G_{\text{opt}} = r G_{\text{opt}} \text{sech}\left[ \frac{(t - t_c)}{\tau} \right], \]

where \( r \) is the perturbation coefficient and \( \tau \) is the impulse-width. The normalized impulse response \( h(t) \) is equal to \( \Delta I_{\text{out}}(t)/\int_0^\infty \Delta I_{\text{out}}(t)dt \), so that \( \int_0^\infty h(t)dt = 1 \), where \( \Delta I_{\text{out}}(t) \) is the change in the output current due to the impulse. We calculate the phase noise in photodetectors as follows

\[
\langle \Phi^2 \rangle_{\text{opt}} = \frac{1}{N_{\text{tot}}} \sum_{n=0}^{N} \left\{ \int_0^{T_n} h(t) \cos \left[ 2\pi n(t - t_c)/T_R \right] dt \right\}^2. \tag{18}
\]

A broadband modulation can be defined in various ways, for example with a sinc or a window function. In this work, three of the most commonly used windowing functions are implemented: the minimum four-term Blackman-Harris, the four-term continuous third derivative Nuttall, and the five-term flat-top by using the following expression

\[
F_{\text{mod}}(t) = \frac{1}{L} \sum_{n=0}^{N} a_n \cos \left( \frac{2\pi n(t - t_c)}{L} \right) \quad \text{for } |t - t_c| \leq \frac{L}{2}, \tag{19}
\]

where \( f_{\text{max}} \) is the highest frequency of interest and \( L = 1/f_{\text{max}} \). The coefficients \( \{a_n\}_0^N \) are real constants that determine the characteristics of the windowing function. The rules for selecting the values of \( a_n \) may be found in [15, 16]. We use the values listed in Table 1.

Table 1: The coefficients in the broadband window function for the minimum 4-term Blackman-Harris window, continuous third derivative Nuttall window, and flat-top window. We note that different references provide slightly different coefficients, e.g., [15] and [16]. As long as we normalize the pulse in the time domain with its maximum value so that \( \max[F_{\text{mod}}(t)] = 1 \) and we normalize the power spectrum so that \( P_{\text{out}}(f = 0) \), these differences do not significantly change the final results.

<table>
<thead>
<tr>
<th>Type</th>
<th>( a_0 )</th>
<th>( a_1 )</th>
<th>( a_2 )</th>
<th>( a_3 )</th>
<th>( a_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blackman-Harris</td>
<td>0.3532</td>
<td>0.488</td>
<td>0.145</td>
<td>0.01</td>
<td>-</td>
</tr>
<tr>
<td>Nuttall</td>
<td>0.3389</td>
<td>0.4819</td>
<td>0.161</td>
<td>0.018</td>
<td>-</td>
</tr>
<tr>
<td>Flat-Top</td>
<td>0.2155</td>
<td>0.4166</td>
<td>0.277</td>
<td>0.0836</td>
<td>0.0069</td>
</tr>
</tbody>
</table>

For the monochromatic modulation, the output power is simply \( I_{\text{rms}}^2(t) \times R_{\text{load}} \), where \( R_{\text{load}} \) is the load resistance. For the broadband-window modulation, the different frequencies are not represented at the same strength, and we must normalize the spectrum of \( I_{\text{rms}}^2(t) \times R_{\text{load}} \) with respect to the square of the absolute value of the FFT of \( F_{\text{mod}}(t) \), so that

\[
P_{\text{out}}(f_i) = \frac{|\text{FFT of } I_{\text{rms}}^2(t) \times R_{\text{load}} \text{ at } f_i|}{|\text{FFT of } F_{\text{mod}}(t) \text{ at } f_i|^2}. \tag{20}
\]
3. NUMERICAL RESULTS

To verify the accuracy and efficiency of the formulation and its implementation, we choose the photodetector, that is studied experimentally in [6]. This photodetector belongs to the family of uni-traveling carrier (UTC) photodetectors. The doping and material types and doping concentrations are listed in Table 2. Different than typical UTCs, this design includes a thin p-doped layer in the middle of its depletion region. The diameter of the photodetector is 22 $\mu$m. The load resistance is 50 $\Omega$.

Table 2: Doping and material types, layer thicknesses, and doping concentrations for the each layer of a uni-traveling carrier photodetector experimentally studied in [6].

<table>
<thead>
<tr>
<th>Doping &amp; Mat. Type</th>
<th>Thickness (nm)</th>
<th>Doping Conc. ($\text{cm}^{-3}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p^+$ InGaAs</td>
<td>50</td>
<td>$2 \times 10^{19}$</td>
</tr>
<tr>
<td>$p^+$ InP</td>
<td>300</td>
<td>$2 \times 10^{19}$</td>
</tr>
<tr>
<td>$p$ InGaAs</td>
<td>100</td>
<td>$5 \times 10^{18}$</td>
</tr>
<tr>
<td>$p$ InGaAs</td>
<td>100</td>
<td>$2.5 \times 10^{18}$</td>
</tr>
<tr>
<td>$p$ InGaAs</td>
<td>100</td>
<td>$1 \times 10^{18}$</td>
</tr>
<tr>
<td>$p$ InGaAs</td>
<td>100</td>
<td>$5 \times 10^{17}$</td>
</tr>
<tr>
<td>InGaAsP, Q1.4</td>
<td>15</td>
<td>–</td>
</tr>
<tr>
<td>InGaAsP, Q1.1</td>
<td>15</td>
<td>–</td>
</tr>
<tr>
<td>$n^-$ InP</td>
<td>10</td>
<td>$2.5 \times 10^{17}$</td>
</tr>
<tr>
<td>$n^-$ InP</td>
<td>280</td>
<td>$1 \times 10^{16}$</td>
</tr>
<tr>
<td>$n^-$ InP</td>
<td>20</td>
<td>$5 \times 10^{17}$</td>
</tr>
<tr>
<td>$n^-$ InP</td>
<td>300</td>
<td>$1 \times 10^{16}$</td>
</tr>
<tr>
<td>$n^+$ InP</td>
<td>200</td>
<td>$1 \times 10^{19}$</td>
</tr>
<tr>
<td>$n^+$ InGaAs</td>
<td>20</td>
<td>$1 \times 10^{19}$</td>
</tr>
<tr>
<td>$n^+$ InP</td>
<td>1000</td>
<td>$1 \times 10^{19}$</td>
</tr>
</tbody>
</table>

Table 3 lists the parameters of InP and InGaAs that are used in our calculations. The material properties of InGaAsP layers can be found based on the listed $Q$-value [17].

Table 3: Material parameters at 300 K that are used in our calculations.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>InP</th>
<th>$\text{In}<em>{0.53}\text{Ga}</em>{0.47}\text{As}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$E_g$ (eV)</td>
<td>1.28</td>
<td>0.74</td>
</tr>
<tr>
<td>$\chi$ (eV)</td>
<td>4.38</td>
<td>4.51</td>
</tr>
<tr>
<td>$\epsilon_p$ (eV)</td>
<td>12.4</td>
<td>13.7</td>
</tr>
<tr>
<td>$A_n$ (cm$^{-1}$)</td>
<td>$1.12 \times 10^6$</td>
<td>$6.64 \times 10^{5}$</td>
</tr>
<tr>
<td>$B_n$ (V/cm)</td>
<td>$6.2 \times 10^6$</td>
<td>$4 \times 10^6$</td>
</tr>
<tr>
<td>$A_p$ (cm$^{-1}$)</td>
<td>$4.79 \times 10^6$</td>
<td>$9.34 \times 10^{5}$</td>
</tr>
<tr>
<td>$B_p$ (V/cm)</td>
<td>$2.55 \times 10^6$</td>
<td>$2.26 \times 10^{6}$</td>
</tr>
<tr>
<td>$\mu_{n,0}$ (cm$^2$/V sec)</td>
<td>5300</td>
<td>13000</td>
</tr>
<tr>
<td>$\mu_{p,0}$ (cm$^2$/V sec)</td>
<td>200</td>
<td>630</td>
</tr>
<tr>
<td>$N_C$ (cm$^{-3}$)</td>
<td>$5.71 \times 10^{17}$</td>
<td>$2 \times 10^{17}$</td>
</tr>
<tr>
<td>$N_V$ (cm$^{-3}$)</td>
<td>$1.14 \times 10^{19}$</td>
<td>$5.48 \times 10^{18}$</td>
</tr>
<tr>
<td>$N_{n,\text{ref}}$ (cm$^{-3}$)</td>
<td>$10^{17}$</td>
<td>$10^{17}$</td>
</tr>
<tr>
<td>$N_{p,\text{ref}}$ (cm$^{-3}$)</td>
<td>$6 \times 10^{17}$</td>
<td>$10^{18}$</td>
</tr>
<tr>
<td>$\eta_n$</td>
<td>0.34</td>
<td>0.5</td>
</tr>
<tr>
<td>$\eta_p$</td>
<td>0.64</td>
<td>0.45</td>
</tr>
<tr>
<td>$\beta$ (cm$^2$/V$^2$)</td>
<td>$8 \times 10^{-8}$</td>
<td>$4 \times 10^{-8}$</td>
</tr>
<tr>
<td>$v_{n,\text{sat}}$ (cm/sec)</td>
<td>$6.7 \times 10^6$</td>
<td>$7.67 \times 10^6$</td>
</tr>
<tr>
<td>$v_{p,\text{sat}}$ (cm/sec)</td>
<td>$5 \times 10^6$</td>
<td>$6.39 \times 10^6$</td>
</tr>
<tr>
<td>$m_n^*/m_0$</td>
<td>0.08</td>
<td>0.041</td>
</tr>
<tr>
<td>$m_p^*/m_0$</td>
<td>0.64</td>
<td>0.59</td>
</tr>
</tbody>
</table>
Figure 3(a) shows the electric field profiles along the photodetector under three different reverse-bias values ($V_{\text{bias}} = -7, -9, -11$ V) assuming a continuous wave laser illumination ($\lambda = 1550$ nm). Figure 3(b) shows how the electron, hole, displacement, and total currents change as a function of time for the $V_{\text{bias}} = -11$ V case. Note that the maximum value of the total current is close to the measured value (60 mA) that is reported in [6]. In Figure 3(c), we compare our numerical results for the normalized RF response with the measured ones. Again, we observe a good agreement. Lastly, we plot the phase noise as a function of the comb-line frequency in Figure 3(d), where we can see that the photodetector operates in a highly linear regime. There are — of course — some differences between the measured results and our numerical results. Considering the fact that there are more than 20 parameters used to describe semiconducting materials in our model, which depend on various factors such as temperature, doping density, local electric field intensity, etc., we consider our numerical results are close enough to the experimental results.

4. CONCLUSION

In conclusion, the drift-diffusion equations model is a useful approach for studying the electrical behavior of photodetectors due to its balance between complexity and predictive power. A finite difference method can be used to solve these equations, but a traditional approach of using single frequencies and uniform grids can limit computational efficiency. The implementation of a non-uniform spatial and temporal discretization, along with the use of broadband window functions as the modulation method, has proven to be a high-accuracy and efficient approach for calculating photodetector metrics. This approach results in a significant reduction in computation time and has been confirmed by comparison with experimental results.
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