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Abstract— Unintentional uncontrollable variations in the man-
ufacturing process of integrated circuits are used to realize silicon
primitives known as physical unclonable functions (PUFs). These
primitives are used to create unique signatures for security
purposes. Investigating the vulnerabilities of PUFs is of utmost
importance to uphold their usefulness in secure applications. One
such investigation includes exploring the susceptibility of PUFs
to modeling attacks that aim at extracting the PUFs’ behavior.
To date, these attacks have mainly focused on a single PUF
instance where the targeted PUF is attacked using the model
built based on the very same PUF’s challenge–response pairs or
power side channel. In this article, we move one step forward and
introduce Cross-PUF attacks where a model is created using the
power consumption of one PUF instance to attack another PUF
created from the same GDSII file. Through SPICE simulations,
we show that these attacks are highly effective in modeling
PUF behaviors even in the presence of noise and mismatches
in temperature and aging of the PUF used for modeling versus
the targeted PUF. To mitigate the Cross-PUF attacks, we then
propose a lightweight countermeasure based on dual-rail and
random initialization logic approaches called DRILL. We show
that DRILL is highly effective in thwarting Cross-PUF attacks.

Index Terms— Cross-physical unclonable function (PUF)
attacks, device aging, modeling attack, power side-channel, PUF.

I. INTRODUCTION

PHYSICAL unclonable functions (PUFs) avoid storing
secret keys in digital memory by generating said values

on demand, thereby enhancing the security of the integrated
circuits (ICs) in which they are instantiated. These primitives
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generate values unique to each instance [1], which makes them
useful for device authentication, or for generating secret keys
and random variables in cryptographic devices [2]. Due to their
small size and their high resiliency against reverse-engineering
attacks, PUFs are well suited for low-cost devices, such as
radio frequency identifiers (RFIDs) and smart cards [3]–[5].

PUFs generate unique outputs despite having identical cir-
cuit designs due to the random process variations arising
from inadvertent technological perturbations [2]. Each PUF
instance, even when fabricated from the same blueprint,
produces a unique response based on the amplification of
imperfections in the manufacturing process.

There is a myriad of security threats that can be addressed
via PUFs. An international standard, namely, ISO/IEC 20897,
has even been written in this respect [6]. In fact, with
the distribution of IC design and manufacturing all over
the globe, IC overproduction has become a major threat.
To address such a threat, PUFs are utilized to unlock approved
devices for regular use [7]. Also, to ensure the integrity of
autonomous devices/vehicles, PUFs are being postulated as
an authentication mechanism to prevent nefarious activity in
the communication and operation of these systems [8]. Due
to their small size and unclonability, PUFs have advantages in
securing Internet-of-Things (IoT) devices [9], which are highly
resource constrained [10]. They are also being considered for
securing cryptocurrencies due to their efficacy in generating
cryptographic keys [11].

A PUF’s signature corresponds to its input and output pairs,
known as challenge–response pairs (CRPs). For each PUF, the
CRPs are registered during the enrollment phase postfabrica-
tion. However, when the PUF is used, in the corresponding
reconstruction phase, it is important for the PUF to have a
high-reliability level; otherwise, its CRPs can be erroneous due
to measurement noise. Thereby, to increase the reliability of
PUFs, it is necessary to have a high signal-to-noise ratio (SNR)
or perform postprocessing relying on error-correcting codes.
SNR can be improved in delay-PUFs [12, Sec. II.B] where
n elements are chained, and the total delay of the chain is
measured. In this article, we focus on an emblematic type
of delay-PUF, the arbiter-PUF, which is broadly studied for
device authentication and, most importantly, for master key
generation.

Although PUFs are deployed to preserve security and
are assumed to be unclonable, even strong PUFs, such as
the arbiter-PUF, may be compromised by modeling attacks
[13], [14], side-channel attacks [15], or a combination of the
two [16], [17]. In traditional modeling attacks, an adversary
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collects an extensive number of CRPs and uses them to predict
the PUF response for other challenges based on statistical
methods, including machine learning (ML) techniques [18].

In practice, targeting a PUF using its power traces is of great
interest for ML attacks as, once the chip has been enrolled and
the response channel is not accessible anymore (generally, this
channel is cut by an antifuse), the only adversarial way to
observe the response is by indirect side-channel captations.
Therefore, one can imagine an ML attack scenario where the
attacker registers a training dataset (including power traces)
during enrollment and perpetrates the attack when the PUF
is in use in the field with unseen challenges. In a recent
research [19], we launched such an attack on a targeted PUF
and demonstrated that the target PUF can be successfully
modeled using its power traces. We then dove further into
power-based modeling attacks, and in particular, we investi-
gated the efficacy of the power side-channel modeling attacks
using ML algorithms in the case of the trace misalignments
between learned and attack datasets due to different agings
of the targeted PUF when it is attacked versus when its
power traces were extracted for modeling purposes (during
PUF enrollment).

This article explores the scope of PUF modeling attacks
and further investigates the effectiveness of such attacks by
successfully attacking one implementation of a PUF with a
model created from another implementation. In other words,
we are attacking one PUF using the power traces of a reference
PUF implemented from a similar GDSII file. We refer to
these attacks as Cross-PUF attacks hereafter. Following the
observation that these attacks are highly successful, we pro-
pose a countermeasure, coined DRILL, which merges dual-rail
logic (DRL) and random initialization logic (RIL) to mitigate
the effects of these Cross-PUF attacks.

When attacking PUFs, the age of the reference PUF and the
attacked PUF can be different, which creates a misalignment.
In addition, the operating temperature of these two PUFs can
be different. Accordingly, this article further investigates the
effects that such misalignments have on the success of the
attacks and the proposed countermeasures.

The contributions of this article are given as follows:
1) validating the efficacy of power-based modeling attacks

(attacking individual PUFs based on their power finger-
prints) across temperatures;

2) successful attacks of one PUF based on a model created
from a different PUF instance (i.e., Cross-PUF);

3) successful Cross-PUF attacks in the presence of tem-
perature mismatch;

4) assessment of the susceptibility of the deployed
PUFs against power analysis attacks (both individ-
ual and Cross-PUF attacks) by targeting their arbi-
tration latch or the flip-flop that stores the arbitration
result;

5) HSpice MOSRA simulations to evaluate the effect of
NBTI and HCI aging mechanisms on the success of
Cross-PUF modeling attacks in the presence of aging
misalignments between the PUFs;

6) evaluation of all said attacking scenarios in the presence
of realistic/relatable noise;

7) specification and investigation of countermeasures
to protect against Cross-PUF attacks, in the pres-
ence/absence of the mismatched effects related to tem-
perature and aging.

This article is organized as follows. Section II discusses the
backgrounds on aging mechanisms, the targeted PUF instance,
and differences from related side-channel attack research.
In Section III, we discuss the threat model that motivates this
work. The PUF modeling methods are discussed in Section IV,
followed by Section V, wherein we discuss the modeling
methodology employed in this article. The countermeasures
to the Cross-PUF attack are proposed in Section VI. Our
experimental setup in Section VII is followed by the simulation
results presented in Section VIII. Discussions are shared in
Section IX. Finally, conclusions and future extensions of this
research are drawn in Section X.

II. PRELIMINARY BACKGROUND

A. Background on Aging

Aging mechanisms result in performance degradation and
eventual failure of digital circuits over time. In CMOS
technology, the two leading factors of aging are negative
bias temperature-instability (NBTI) and hot-carrier injection
(HCI) [20]. Both aging sources result in increasing switching
voltage and path delays.

1) NBTI Aging: NBTI primarily affects a pMOS transistor
when a negative voltage is applied to its gate. The transistor
experiences two phases of NBTI depending on its operating
condition: the stress phase and the recovery phase. The stress
phase occurs when the transistor is ON (Vgs < Vt ). Here,
positive interface traps are generated at the Si–SiO2 interface,
which leads to an increase in the threshold voltage of the
transistor. When the transistor is OFF (Vgs > Vt ), it enters
the recovery phase. The threshold voltage drift that occurred
during the stress phase will partially be undone (or be reverted)
in the recovery phase. The threshold voltage drift of a pMOS
transistor under stress depends on the physical parameters of
the transistor, such as the supply voltage, its temperature, and
the total time spent in the stress phase. The NBTI effect is
high in the first couple of months, but the threshold voltage
tends to saturate for long stress times [21].

2) HCI Aging: HCI mainly affects nMOS transistors. HCI
occurs when hot carriers are injected into the gate dielec-
tric during transistor switching and remain there. HCI is a
function of the amount of switching activity that occurs on
the transistor. This switching activity degrades the circuit
by shifting the threshold voltage and the drain current of
transistors under stress. The HCI threshold voltage drift is
highly sensitive to the number of transitions occurring in the
gate input of the transistor under stress. In practice, HCI has a
sublinear dependence on the clock frequency, usage time, and
activity factor of the transistor under stress, where the activity
factor represents the ratio of the cycles that the transistor is
switching and the total number of cycles the device is utilized.
The effect of HCI is dependent on the transistor’s operating
temperature [20].

B. Background on Arbiter-PUF

The arbiter-PUF is composed of a series of multiplexers
that create a top and bottom path from the input, a rising
edge, to the output, producing a single bit response for each
challenge for each individual single query of the PUF [22].
The structure of the arbiter-PUF is shown in Fig. 1. This PUF
takes advantage of the process-variation-induced race between
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Fig. 1. Structure of an arbiter-PUF [23]. This includes both the PUF structural
components and the system components.

the two identical top and bottom paths as the input edge
propagates through the switches. The race corresponds to the
difference in the delay of these two paths and is adjudicated
by the arbiter [23]. In fact, only the sign of this difference is
important (not the exact amount). The sign, which is extracted
by the arbiter, presents the PUF identifier (response). The
arbiter, at the end of the delay chain, can be realized by
an S-R latch implemented through two cross-coupled NAND

gates [23].
When embedded in a chip for use, full implementation of

the PUF contains a storage mechanism following the PUF’s
output. This would likely be a flip-flop aiming at registering
the response of the PUF for use in downstream components.
The capacitors CH and CL represent the loading of these
downstream components. These leakages play an important
role in the overall power consumption of the PUF and affect
the total power consumption of the chip [15]. In the following,
we will show that the system components create power leak-
ages, which, in fact, reveals the response of the PUF, posing
a serious security risk to the arbiter-PUF and its derivatives.

C. Related Work

The literature focuses on ML attacks relying on the knowl-
edge of challenges, responses, and the internal structure of
PUFs. The ML attack can be boosted by SCA from exponential
to polynomial. For instance, Delvaux and Verbauwhede [24]
exploit the PUF reliability, whereas Rührmair et al. [17] use
the power and the timing to recover the delay model. Even the
Interpose PUF [25] that was assumed to be resilient against
modeling attacks was defeated later in the literature [26]–[28]
using new ML technique and SCA. The difference between
these works and the contribution of this article is that the clas-
sical modeling attack to get the delay model is not considered
here. Our ML application is to model the output DFF behavior,
not the internal structure of the PUF. Moreover, we attempt to
attack one PUF based on information extracted from another
PUF sample while additionally investigating uncontrollable
environmental characteristics of the attack, such as operating
temperature variation and aging effects. This allows to attack
all the PUFs, not a specific one, hence named the Cross-PUF
attack.

Notably, other hardware security investigations are con-
cerned with side-channel attacks on the registers used of their
security-related components. Ring oscillator-based loop PUFs
pertain to another popular PUF architecture in which a counter
is used to generate the random response of the PUF. Recent
work in [29] focused on increasing the randomness of this
counter thereby thwarting the side-channel attack.

Fig. 2. Illustration of the Cross-PUF attack scenario. Top: one PUF is
modeled based on known (trace and response) pairs. Bottom: attack consists
of leveraging the learned model to infer responses from traces captured on
another PUF.

III. THREAT MODEL

PUFs, being an integral part of the security primitives
for an IC, are natural targets for adversaries. Indeed, with
access to the responses of a target PUF (or intercepting its
CRPs), an adversary who aims at breaking the PUF can launch
successful modeling attacks allowing for the reconstruction of
the PUF’s behavior [13], [14]. As a result, the adversary can
predict the PUF’s responses to any unseen challenges. On the
other hand, there are contexts where the attacker does not
have access to the PUF responses. The paragon example is
the “master key” use case, which is used for the secure boot
of root-of-trust chips [30, Sec. 2.2].

In this case, the PUF’s responses can notwithstanding be
predicted by observing its power side channel [16], [17]. Both
of these attacks, proposed previously in the literature, only
target one PUF, i.e., the PUF that was used for training the
model is the very targeted PUF.

The threat model observed by this work allows for an
attacker to monitor the activity of a PUF through its power
consumption. The adversary does not have access to the
responses of a target PUF; however, he does have access to
that of a reference PUF created from the same GDSII file.
The attacker, having acquired the PUF from the manufacturer,
can assume that it is a valid chip passing required tests
(e.g., randomness, unfitness, uniformity, and reliability) to
make it to market. That being said, the profile from the storage
flip-flop can be used for distinguishing the response (even
if the response is biased) as long as the PUF has 0 and 1
responses. This allows the adversary to perform noninvasive
“profiling” attacks with a model created from the power traces
from the reference PUF used to infer the response of the
target PUF. In doing so, the attacker performs the supposed
Cross-PUF attack. This scenario is illustrated in Fig. 2. The
attacked PUF has never been seen before, and the inferred
responses can correspond to challenges never encountered
either during profiling.

For each PUF instance, the responses for a given challenge
are unique; therefore, this form of attack may seem illogical.
However, this does not hold true for the power consumption of
a PUF. It is observed that the side-channel power consumption
from the innate design of the PUF is not inherently unique
and, in fact, not only reveals the response of an observed PUF
but also characteristic in the responses from PUFs that are
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created from the same GDSII file. Therefore, the power traces
from one PUF can be used in the creation of a model to infer
the response of another PUF without knowledge of the given
challenge.

In the investigation of the Cross-PUF attack, it is gra-
tuitous to assume that the attacker will not be encumbered
by the environmental differences between the reference PUF
and the target PUF. We can point to two main such differences.
The first is a difference in temperature between the training
and target devices, and the second is a difference in the age
of these PUFs. Accordingly, in our threat model, we extend
the scope of the attack to consider the cases where there is a
temperature and/or aging misalignment between these PUFs.

IV. PUF MODELING SCHEMES

The modeling of PUFs is typically performed through
its CRPs. In this form of modeling attack, a large set of
CRPs are collected and then used to train a model, so the
response from a previously unseen challenge can be predicted
[13], [14]. By doing this, the underlying uniqueness of a
PUF has revealed such that random mechanism by which the
challenge is transformed to a response can be replaced by the
model.

Utilizing CRPs for modeling is made more arduous through
the difficulty of gaining access to the challenges and their
responses; usually, after the device leaves the manufacturing
company, the portions of the circuit that would reveal the
CRPs of the embedded PUF have already been cut off from
being read out, i.e., the adversary would not have access to the
CRPs, and therefore, such an attack would not be realistic [31].
Furthermore, the utilization of CRPs is problematic when
designers can utilize advanced coding techniques to ensure
secrecy of the CRPs [32]. Another issue considers the nature
of PUFs, i.e., being unclonable, CRPs are unique for each
instance of PUF realized from the same GDSII file. As a
result, it is not possible to launch Cross-PUF attacks using
PUFs’ CRPs, while, in this article, we show that Cross-PUF
attacks are possible through their power consumption side
channel, i.e., without knowing the applied challenges or their
corresponding responses.

Due to the aforementioned reasons, the monitoring and
modeling of the power consumption by the PUF turn out
to be a more realistic attack on a PUF. From this type
of model, the underlying characteristics of the PUF’s cir-
cuitry can be discerned and then used to infer the PUF’s
functionality [16], [33], [34].

The power consumption is recorded by monitoring the PUF
during the period of time when it is queried with challenges.
The recorded traces from the operation are correlated with
the physical specification of the target PUF and can be used
(instead of challenges) to train an ML model to mimic the
PUF behavior. This model can then be used to infer the PUF
responses.

Since the power traces reveal the underlying characteristics
of the PUF’s design, they can be used to perform Cross-PUF
attacks, i.e., building a model created on one PUF to attack
another PUF realized from the same GDSII file [35].

V. ATTACK METHODOLOGY

There are two components in the arbiter-PUF (as depicted
in Fig. 1) that can be targeted for the Cross-PUF attacks: the

Fig. 3. Highlighted portions of the 12 000 power traces when the latch and
flip-flop responses are generated. Each power trace relates to one specific
challenge applied to the PUF.

Latch arbiter and the embedded flip-flop. Fig. 3 shows how
the power traces look like when the query propagates through
the deployed latch and flip-flop.

A. Targeting the Latch

The latch is intrinsic to the arbiter-PUF as it carries out the
arbitration; therefore, when considering the PUF as a primitive,
the leakage of the latch has to be evaluated. As shown in Fig. 3,
in the point of time, when the latch is queried, the power traces
are highly distinct from each other. In fact, this point of time
is crucial in distinguishing the output as it is when the delays
of the related paths are compared and the PUF’s response is
decided for each challenge.

B. Targeting the Flip-Flop

The flip-flop is extrinsic to the PUF as it depends on the
system, which uses the PUF. After the PUF is embedded in
a system, the leakage of the flip-flop has also to be assessed.
As shown in Fig. 3, due to the load on the flip-flop output,
the power traces related to “0” and “1” responses are clearly
separated from each other in the point of time when the flip-
flop is queried. Accordingly, the response can be determined
without the use of modeling techniques in the absence of
noise. However, as we propose in Section VI, system-level
countermeasures might reduce or otherwise randomize the
leakage of this flip-flop, making it unexploitable. This is
the reason why we also study deeply the leakage from the
latch stage since this leakage cannot be avoided. Moreover,
the latch is part and parcel of the PUF, which could be an
IP core/module that is utilized across multiple designs, thus
making the attack more portable. An advantage of targeting
the flip-flop is that it is sequential, synchronized, and heavily
loaded compared to the PUF’s latch. This facilitates a side-
channel attack on the flip-flop.

C. Launching Cross-PUF Attacks

Algorithm 1 explains how the Cross-PUF attacks are prac-
tically launched. Indeed, it is observed that the Cross-PUF
attacks are not successful if the leveraged power traces are not
aligned [as shown in Fig. 4(a)]. In order to increase the success
rate of the attacks, the traces are first shifted appropriately, and
then, these aligned traces are targeted. Fig. 4(a) and (b) depicts
the power traces of two PUFs (realized from the same GDSII)
before and after aligning the latch response, respectively.
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Fig. 4. Superimposing 50 traces of PUF1 and PUF5. (a) Full traces of two
PUFs. (b) Zoomed-in traces after alignment (by shifting) on the latch.

Algorithm 1 Cross-PUF Attacks on the Latch

Alignment means shifting all power traces of a PUF by a fixed
distance, e.g., all traces of PUF5 are shifted left by 75 samples
in Fig. 4(b) to align with PUF1 on the latch. The values for
shifting depend on PUF instances, which can be observed
easily from the traces, e.g., in Fig. 4(a).

When power traces are used to launch Cross-PUF attacks,
we need to focus more on the end part of the traces rather than
one in their entirety. Thereby, in our attacks, we first select a
frame around the point of time in which the latch is queried
and only focus on the power traces of both reference and target
PUFs in that time frame (line 1 in Algorithm 1). Note that the
steps taken for targeting the flip-flop are similar to the steps
shown in Algorithm 1 for the latch, except that trace alignment
(line 3) is not needed when targeting the flip-flop.

After aligning the traces, we launch the attacks which
take advantage of the ML algorithms and consist of two
phases: training and evaluation (aka inference). In the training
phase, we build the model based on the power traces of the
reference PUF and the corresponding responses (line 2 in
Algorithm 1). Then, the target traces are shifted in time to be
aligned with reference traces (line 3). Finally, in the evaluation
phase, unseen inputs (power traces in our case) are tested to
investigate whether the model correctly classifies the response
(line 4 in Algorithm 1). In this article, we use the support
vector machine (SVM) [36], decision tree (DT) [37], and
random forest (RF) [38] algorithms to launch the Cross-PUF
modeling attacks.

VI. PROPOSED COUNTERMEASURE

The proposed countermeasure, DRILL, seeks to reduce the
SNR of the power trace leakage from the flip-flop as this is the

Fig. 5. DRILL countermeasure consisting of DRL (highlighted in blue) and
RIL (highlighted in yellow) implemented on a standard arbiter-PUF.

ideal locale for a modeling attack due to its high current draw
during PUF operation [35]. DRILL benefits from deploying
dual-rail logic and randomized initialization logic (RIL) to
reduce the SNR of the flip-flops’ leakage and effectively
mitigate the power-based modeling attack. Fig. 5 shows the
DRILL countermeasure realized via merging the DRL and RIL
techniques.

The DRL makes use of two complementary flip-flops con-
nected to the Q and Q̄ output pins of the PUF’s arbiter
(i.e., the S-R latch in Fig. 1). Indeed, the standard imple-
mentation (unprotected) would have one flip-flop fed with the
Q output of the arbitration unit to feed the system circuitry
that utilizes the PUF’s response. However, as discussed, this
flip-flop produces unavoidable leakage. Placing a second flip-
flop after the Q̄ output of the arbitration unit balances the
leakage and prevents exploiting such leakage for modeling
the PUF. This countermeasure is inspired by Mangard et al.
[39, Sec. 7.3]. It is important to note that the loading on
the outputs of the flip-flops needs to be balanced to achieve
the best protection [40]. As the capacitances are sensitive to
process variations, we consider, in our experiments, a great
imbalance between capacitances, which is consistent with the
worst case scenario of the manufacturing process mismatch.
Moreover, the capacitance values must be chosen regarding
the relatively high load of the DFF, which is generally a
system bus. This leads to choose the following values for the
capacitances shown in Fig. 5: CH = 200 fF, C ′

H = 150 fF,
CL = 250 fF, and C ′

L = 200 fF. On the other hand,
to increase the randomness of the leakage in the response,
we propose the RIL countermeasure. Increased randomization
is a common technique for thwarting modeling attacks [41].
To do so, we initialize each flip-flop with a random value
before querying the PUF. Such random initialization hides the
leakage as monitoring the switching from “0” to “1” or “1”
to “0” (which can be exploited by the adversary to predict the
PUF’s response) may not benefit any more since observing a
transition or its absence depends on the initial random value
of the flip-flop (which is unknown to the adversary) as well.

VII. EXPERIMENTAL SETUP

We implemented the targeted arbiter-PUF, as shown in
Fig. 1, at the transistor level using a 45-nm technology
extracted from the open-source NANGATE library [42].
A 250-fF capacitor was inserted in the PUF’s output to
demonstrate the load in the unprotected PUF instances.

To investigate the efficacy of Cross-PUF attacks, we con-
ducted Monte Carlo transistor-level simulations using
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TABLE I

AVERAGE TRAINING TIME (IN SECONDS) USING DATASETS WITH SIZES

Synopsys HSpice to realize five PUFs represented as PUFi ,
where i ∈ {1, 2, 3, 4, 5}. Each simulation was conducted using
a Gaussian distribution: transistor gate length L: 3σ = 10%,
threshold voltage VTH: 3σ = 30%, and gate-oxide thickness
tOX: 3σ = 3%. All five PUF result sets are independently
identically distributed. We utilized PUF1 for the training phase
of Cross-PUF attacks. The other PUF results are used for
validation of the Cross-PUF attacks. The HSpice built-in
MOSRA Level 3 model [43] was used to capture aging effects.
We evaluated the effect of both NBTI and HCI aging for
two years of PUF operation in time steps of two months,
at the temperature of 80 ◦C. The 16-stage PUFs were used to
perform the analysis in this research. To investigate the effect
of temperature misalignments in the success of the Cross-PUF
attacks, we also simulated one of the designed PUFs at 60 ◦C.
Similar simulations were conducted for the investigation of the
proposed DRILL countermeasure.

As already indicated, we deployed three ML algorithms to
model each PUF: SVM, DT, and RF. All modeling experi-
ments were performed using a quad-core processor (Intel Core
i5-7200U) running at 2.50 GHz with 16 GB of memory. The
ML algorithms were implemented with the Python scikit-learn
package. The training times of these algorithms are shown in
Table I.

1) Data Extraction: Fig. 6(a) shows the timing considered
for the data extraction from the targeted PUFs. The entire cycle
for querying the PUF is 5 ns. The PUF is fed with a rise
transition of 2.5 ns after applying each challenge, starting the
response query. The PUF response becomes stable <1 ns after
the input edge. In addition, the flip-flop operates at 200 MHz
(i.e., clock period: 5 ns) with a rising transition on its clock
signal 1 ns after each transition of the PUF input to register
the response.

To extract power traces for the attacks, the circuit current
is sampled between the time that the PUF is fed with the
rise transition and the time that the response becomes stable.
Fig. 6(b) shows a set of collected traces, sampled within the
aforementioned window.

2) Adding Noise: To be able to account for the noise effects
occurring in real silicon experiments, we added artificial noise
to the gathered power traces postsimulation. Let X be the
original traces and N be the Gaussian noise with four different
standard deviations σ , where σ ∈ {2.5e−4, 16e−4, 32e−4,
64e−4} to emulate different scenarios. In each case, we add
the noises to the original power traces to obtain the noisy
traces Y , as shown in the following:

Y = X + N where N ∼ N (0, σ 2).

The gathered traces after noise insertion are shown in Fig. 7.
To compare the level of the noise added in the experiments

conducted in this article with the state-of-the-art research in

Fig. 6. Timing of the sample window used to create the power traces of
the PUFs. (a) Power trace and response sampling window. (b) Power traces
collected for the PUFs in the propagation time window.

Fig. 7. Power traces (=275) by adding different level of noises. (a) No noise
(σ = 0). (b) Zoom on (a). (c) σ = 2.5e−4. (d) σ = 16e−4. (e) σ = 32e−4.
(f) σ = 64e−4.

this area, one can refer to [34], which targets a real arbiter-
PUF using its power traces. Similar to [34], the ratio between
intervariance and intravariance among the power traces allows
us to gauge the susceptibility of the power traces to revealing
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the response. This ratio is, in fact, the SNR [39, Sec. 4.3.2],
which is commonly used in the side-channel analysis.

In order to evaluate the noise level in our experiments,
we use SNR to compare with [34]. Let L be one sample point
in power traces; then, all traces can be categorized into two
classes L0 and L1, where the subscripts correspond to the two
responses of the PUF, i.e., “0” and “1,” respectively. Hence,

SNR = Var(Signal)

Var(Noise)
= Var([Mean(L0), Mean(L1)])

Mean([Var(L0), Var(L1)]) . (1)

The detailed comparison of the noise level in this article
with [34] is discussed in Section VIII.

3) Modeling Accuracy: The accuracy of the modeling
attack, presented in Section VIII, is defined as

Accuracy = Predicted Correctly

Total Tested
. (2)

VIII. EXPERIMENTAL RESULTS

In this section, we present our results and discuss our
observations. In the experiments, we target both the latch and
the flip-flop shown in Fig. 1 and investigate the efficacy of the
attacks when targeting each of these components.

A. Attack Success Rate

1) Self-PUF Attacks: The first set of experiments targets
each PUF using its own power traces; we call this the Self-
PUF attack hereafter. In this set of experiments, the PUFs are
new (not-aged). This serves as a baseline for the Cross-PUF
attack results.

a) Targeting the latch: This set of results investigates
the success of the modeling attacks on the targeted PUFs
when the attacks are performed through latches, i.e., when
the power traces are monitored at the point of time that
the latch is queried. Random challenges were given to each
PUF; the related PUF responses and power traces were then
extracted. The power traces were used to train the models
(using the three ML algorithms). Then, the models were tested
against 11 000 power traces, and the accuracy was calculated
based on the correctness of response prediction. With as few
as 40 traces, the targeted PUF could be modeled with high
accuracy (≈97%) using the SVM algorithm. The modeling
accuracy increased to 99% by using 200 traces for all three
algorithms.

In addition, these results showed that the modeling accuracy
using each of the three deployed ML algorithms was very
close. However, SVM outperformed DTs and RF by around
2% accuracy. Accordingly, we only present the results for
applying SVM hereafter.

b) Targeting the flip-flop: Attacking the arbiter-PUF
using its own power traces targeting its embedded flip-flop
results in 100% accuracy. This can be easy observed in
Fig. 6(b). As shown in this figure, the power traces led to
responses “0” and “1,” which are highly distinct from each
other in the point of time, when the flip-flop is queried. Such
distinction leads to 100% modeling accuracy. Note that, in this
set of experiments, no noise was considered.

The takeaway point from these observations is that an
arbiter-PUF can be modeled using its power traces by targeting
the point in time in which its arbiter latch is queried or when
the underlying flip-flop circuitry is activated. The latter is a
stronger attack locale as the power traces are highly dependent
on the PUF response when the embedded flip-flop is queried.

TABLE II

ACCURACY OF Cross-PUF ATTACKS FOR EACH PAIR OF THE
FIVE IMPLEMENTED PUFS TARGETING THEIR LATCH

2) Cross-PUF Attacks: In this experiment, a model is built
based on the power traces of one PUF and is used to attack
other PUFs with the same GDSII file. In the Cross-PUF
attacks, we again target the sample points, in which either
the arbiter latch or the embedded flip-flop has been queried.
This threat model is an innovative way to exploit PUFs, which
extends the list of threats regarding “physical unclonability”
described in Clause 5.5.7 of ISO/IEC 20897-1:2020.

a) Targeting the latch: The results of the Cross-PUF
attacks when the latch is targeted are shown in Table II. In each
experiment, the SVM ML algorithm was used for training a
model with 200 and 1000 power traces. Table II demonstrates
the Cross-PUF attacks accuracy for all PUFs, where one PUF
is used as the reference to build the model, and the other PUFs
are being targeted. The diagonal of this table shows the Self-
PUF attacks where each PUF is attacked using its own power
traces.

As shown in Table II, the average accuracies of the
Self-PUF attacks are 99.68% and 99.93% when 200 and
1000 traces are used, respectively, while the attacks accu-
racies are 97.30% and 97.99% for the Cross-PUF attacks
with 200 and 1000 traces, respectively. The minimum accuracy
for the Cross-PUF attacks is ≈93.5%. The takeaway point
from this experiment is that Cross-PUF attacks can be as
strong as Self-PUF attacks. This can be a significant threat
to the security of devices that are supposed to be secured via
PUFs since the adversary can deploy a PUF realized from the
same GDSII to break the security of the target PUF, even when
the target PUF’s response is not observable.

b) Targeting the flip-flop: Similar to the Self-PUF attacks
that targeted the embedded flip-flop, in Cross-PUF attacks, the
“0” and “1” responses are clearly discerned from each other
based on the power consumption of the flip-flop. This can be
observed in Fig. 6(b). Based on our experiments, the accuracy
of such attacks is ≈100%.

The takeaway point from this set of experiments is that we
can successfully launch Cross-PUF attacks targeting either the
arbiter latch or the embedded flip-flop.

B. Attacks’ Efficiency in the Presence of Noise

To be able to show the efficacy of the proposed attacks
in real silicon experiments, as discussed in Section VII,
we artificially added Gaussian noise (with different σ ) to the
power traces extracted from our HSpice simulations. What
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Fig. 8. Cross-PUF attacks targeting the arbiter latch in five original PUFs in
the presence of different noise levels. PUF1 was used for training. 2000 power
traces were used for training, and 11 000 were deployed for model validation.

follows presents the efficacy of our Cross-PUF attacks in the
presence of noise.

1) Targeting the Latch: The results of the Cross-PUF
attacks when the arbiter latch is targeted are shown in Fig. 8.
This figure represents the modeling accuracy with different
levels of noise. To launch each attack, we trained the model
using 2000 traces, and each model was tested against 11 000
traces. Again, we deployed the SVM algorithm and used PUF1

as the reference PUF. As depicted, the attacks are highly suc-
cessful when the noise σ = 2.5e−4, i.e., in this case, we obtain
97% accuracy for the Self-PUF attacks (attacking PUF1) and
more than 92% accuracy for the Cross-PUF attacks. However,
the attacks’ accuracy for the other noise levels is considerably
less. This can be explained via Fig. 7. As shown in that
figure, the noise with σ = 2.5e − 4 is more reasonable, as,
with the other noise levels, the power traces themselves are
fully concealed by the noise; therefore, the SNR is too low to
launch successful Cross-PUF attacks. Accordingly, even Self-
PUF attacks are not possible for those cases. These results
show that, in the presence of an acceptable amount of noise
(i.e., reasonable SNR), the Cross-PUF attacks are still highly
accurate.

2) Targeting the Flip-Flop: As discussed earlier, when there
is no noise, the embedded flip-flop is a better target for PUF
modeling than the arbiter latch. This set of results investigates
whether the flip-flops are still better targets than latches in the
presence of noise. The attack accuracies are shown in Fig. 9 for
the same noise levels in the presence of which we attacked the
latches in the previous section. As depicted, in these attacks,
the accuracy decreases when increasing the noise level; even
so, the attacks are still highly successful, i.e., the accuracy is
≈100% across all attacks (Self-PUF and Cross-PUF attacks)
when σ = 16e − 4. With the increase in the noise level to
σ = 32e−4, the accuracy drops only marginally to ≈98.5% for
both Self-PUF and Cross-PUF attacks. Increasing the noise
even further finally results in a dip when σ = 64e−4. However,
in this level, still, the Self-PUF attacks have 91.4% accuracy,
and the Cross-PUF attacks experience between 83.7% and
89.5% accuracies.

3) Signal-to-Noise Level Comparison: To ensure that the
considered noise level is enough, we compared the SNR of
our experiments with [34]. The maximum SNR in [34] is
estimated to be 1.81, whereas, in our cases, the maximum SNR
of PUF1 is 0.24 for Targeting the Latch (σ = 2.5e − 4) and

Fig. 9. Cross-PUF attacks targeting the embedded flip-flop in the five original
PUFs in the presence of different noise levels. PUF1 was used for training.
2000 power traces were used for training, and 11 000 were deployed for model
validation.

Fig. 10. SNR of the noisy power traces in the original PUF1 with different
noise levels. (a) SNR. (b) Zoom-in at the latch.

0.08 for Targeting the flip-flop (σ = 32e − 4) for the highest
noise values in the presence of which the accuracy is above
90%. The maximum SNR for each of the added noise levels
in this work, when targeting either the latch or flip-flop, are
presented in Table III. The overall SNR for PUF1 is depicted
in Fig. 10. In practice, the SNR in our case is much lower
than the one in [34]. This explains the low accuracy of the
Cross-PUF attacks when targeting the latch in a highly noisy
environment.

The takeaway from these experiments is the high success
of the Cross-PUF attacks even in the presence of noise (albeit
with a reasonable SNR).
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TABLE III

MAXIMUM SNR FOR THE TRACES RELATED TO THE
PUF1’S LATCH AND FLIP-FLOP

Fig. 11. Superimposing 50 traces of the original PUF1 under different
temperatures to observe the difference in the collected traces.

C. Attacks’ Efficiency in the Case of Temperature
Misalignment

This set of results demonstrates the accuracy of our model-
ing attacks when the reference and target PUFs are operating
under different temperatures. In this experiment, we consider
PUF1 operating at 60 ◦C as a reference and target the other
five PUFs, including PUF1, when operating at 80 ◦C. Fig. 11
shows superimposed traces of PUF1 operating at different
temperatures. As expected, the PUF operates faster at lower
temperatures.

1) Targeting the Latch: Fig. 12 shows the effect of tem-
perature misalignments on the attack accuracy when the
arbiter latch is targeted. As shown, for the Self-PUF attacks,
i.e., attacking PUF1 operating at 80 ◦C using the model
built from the same PUF operating at 60 ◦C, the PUF can
be modeled with 100% accuracy in the case of no noise.
The accuracy decreases to 96.11% when Gaussian noise with
σ = 2.5e − 4 is added artificially to the power traces. The
modeling accuracy of the Self-PUF attacks diminishes to
70.84% by increasing σ to 16e − 4. Again, we want to
emphasize that the noise levels with σ > 2.5e − 4 result in
a very low SNR. In these experiments, the model was trained
with 1000 power traces and tested against 11 000 power traces.

The results shown in Fig. 12 confirm that Cross-PUF
attacks through latches are performed at an accuracy greater
than 97% for the SVM algorithm in the case of no noise. When
noise is added with σ = 2.5e − 4, the accuracy decreases to
80% for the Cross-PUF attacks. Note that the greater the noise
level, the lower the accuracy.

2) Targeting the Flip-Flop: The embedded flip-flop is a
stronger candidate for attacking even when there is a temper-
ature misalignment between the training and target models.
The results of both the Self-PUF and Cross-PUF attacks
targeting the flip-flop are shown in Fig. 13. As depicted,
targeting the flip-flop results in 100% accuracy for the Self-
PUF attacks in the case of no noise or noise with σ ≤ 16e−4
even when there are temperature misalignments between the
model and target PUF. The results are very similar for Cross-
PUF attacks without temperature variation, i.e., the average
accuracy of >99% when σ ≤ 16e−4. Both the Self-PUF and
Cross-PUF attacks demonstrate more than 98.9% accuracy for
σ ≤ 32e − 4. Finally, the accuracy diminishes, on average,

Fig. 12. Modeling results for the Self-PUF and Cross-PUF attacks on the
original PUFs targeting the latch operating at 80 ◦C. The model was built
based on PUF1 operating at 60 ◦C.

Fig. 13. Modeling results for the Self-PUF and Cross-PUF attacks on the
original PUFs targeting the flip-flop operating at 80 ◦C. The model was built
based on PUF1 operating at 60 ◦C.

to 88% and 84% when σ = 64e − 4 for the Self-PUF and
Cross-PUF attacks, respectively.

The takeaway from these observations is that the Cross-PUF
attacks are still successful despite having a misalignment in
temperature between the modeled and attacked PUFs. This
observation makes the attacks more realistic as the adversary
may not be able to control the temperature of the target PUF.

D. Attacks’ Efficiency in the Case of Aging Misalignment

This set of results focuses on the aging of the arbiter-PUF
and how it affects our ability to model it. In this experiment,
the unaged (i.e., age = 0) PUF1, operating at 80 ◦C, was
used as a reference for modeling, while PUF2 in different ages
(0 ∼ 24 months’ old), operating at the same temperature, was
targeted. The training and validation sets included 1000 and
11 000 power traces, respectively.

1) Targeting the Latch: The first observations are made
for the attacks targeting the latch. The results are depicted
in Fig. 14. As shown, in the case of a low-level noise
(i.e., σ = 2.5e − 4), the PUF can be modeled accurately for
all aging misalignments, i.e., the accuracy is at least 88.43%
across all ages, and the aging-induced accuracy decrease is
negligible. However, based on its low accuracy, targeting the
latch may not be feasible in cases with higher levels of noise.

2) Targeting the Flip-Flop: Fig. 15 shows the attacks’
accuracy for targeting the flip-flop of PUF2 circuitry, aged
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Fig. 14. Modeling accuracy for the Cross-PUF attacks on the original PUFs
targeting the latch at 80 ◦C in the presence of aging misalignments. The model
was built based on the power traces of the unaged PUF1 and used to attack
PUF2 operating at the same temperature.

Fig. 15. Modeling accuracy for the Cross-PUF attacks on the original PUFs
targeting the flip-flop at 80 ◦C in the presence of aging misalignments. The
model was built based on the power traces of the unaged PUF1 and used to
attack PUF2 operating at the same temperature.

between zero and 24 months and operating at 80 ◦C. Here,
the model was built based on the PUF1 circuitry operating
at the same temperature. As depicted, aging has a negligible
effect on the accuracy of the model when targeting the flip-
flop even when the noise is at σ = 32e − 4. At this noise
level, the accuracy remains almost constant at 98% accuracy
over the course of two years.

In another experiment, we used unaged PUF2 as a reference
and aged PUF1 as the target. The results were very similar to
those presented here. The takeaway point from these results
is that the misalignment between the age of the training and
modeling traces results in slightly higher attack difficulty for
the latch (specifically when noise is low). However, there is
no noticeable drop in the attack accuracy when targeting the
flip-flop.

3) Aging and Temperature Misalignment: To provide a
completely realistic scenario for our Cross-PUF attacks, this
set of experiments deals with the case in which there is both
aging and temperature misalignments between the reference
and target PUFs. Here, the unaged PUF1 operating at 60 ◦C
was used as a reference, and the aged PUF2 operating at
80 ◦C was targeted. Figs. 16 and 17 demonstrate the attack
accuracy when the arbiter latch and the embedded flip-flop
were targeted, respectively. These results are very similar to
the cases where no temperature misalignment was considered.

When targeting the latch, it can be seen that, in the presence
of both aging and temperature misalignment, the decline in

Fig. 16. Modeling accuracy for the Cross-PUF attacks on the original
PUFs targeting the latch in the presence of both temperature and aging
misalignments. The model was built based on the power traces of the unaged
PUF1 in 60 ◦C and tested based on the traces extracted from the aged PUF2
operating at 80 ◦C.

Fig. 17. Modeling accuracy for the Cross-PUF attacks on the original
PUFs targeting the flip-flop in the presence of both temperature and aging
misalignments. The model was built based on the power traces of the unaged
PUF1 in 60 ◦C and tested based on the traces extracted from the aged PUF2
operating at 80 ◦C.

accuracy is more pronounced through aging. The results in
Fig. 14 show a decline in accuracy of only 5% over 24 months
of aging, whereas Fig. 16 shows a decline of 14% for the same
aging period when the noise has a σ = 2.5e − 4.

When performing Cross-PUF attacks on the flip-flop, the
attacks’ efficacy is not affected much during the course of
aging. Indeed, the accuracy is very close to the no-age Cross-
PUF attacks. The takeaway point from these observations is
that, when the arbiter latch is targeted, the Cross-PUF attacks
are more difficult in the presence of aging and temperature
misalignments compared to the case in which only aging
misalignments are observed. However, when targeting the
flip-flop, the success rate of our attacks is not diminished
significantly even if the target and reference devices operate at
different temperatures or have different ages. This makes the
proposed attacks highly applicable according to the considered
threat model, where the adversary does not have to take any
control of the temperature or age of the target PUF, especially
for targeting the flip-flop.

E. Investigation of Countermeasures

The previous results showed that an arbiter-PUF can be
attacked via profiling the traces of a reference PUF realized
from the same GDSII. The simulation results clearly confirmed
that the flip-flop sampling the arbitration result is the main
leakage source compared to the arbitration latch. Accordingly,
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Fig. 18. Cross-PUF attacks targeting the flip-flop in five PUFs equipped
with the DRILL countermeasure in the presence of different noise levels.
1000 power traces of PUF1 were used for training. 11 000 power traces were
deployed for model validation in each case. All PUFs operate at 80 ◦C.

in Section VI, we proposed a countermeasure for mitigating
the effects of the Cross-PUF attack on the flip-flop. Recall
that the goal of the DRILL countermeasure is to reduce
the SNR seen in the leakage of the flip-flop by making the
transitions or lack of transitions less discernible. The results
of implementing the DRILL countermeasure are presented to
mirror the investigations of the unprotected PUF.

1) Cross-PUF Attacks on DRILL Protected PUFs: The
results of the Cross-PUF attacks on the DRILL-protected PUF
are shown in Fig. 18. Comparing these results with the ones
related to the unprotected PUF, as shown in Fig. 9, reveals that,
by using DRILL, the attack accuracy drops significantly when
the noise level increases above σ = 2.5e−4. Even with the low
levels of noise, the accuracy of the attack is hampered by the
countermeasure. At σ = 16e − 4, the level of accuracy drops
from being 100% effective to below 60% in most cases. The
accuracy of the attack levels off for the higher levels of noise,
showing that the model is unable to guess the response when
DRILL is used. Also, note that the DRILL countermeasure
protects against Self-PUF attacks.

The takeaway from these results is that the DRILL counter-
measure successfully mitigates both the Self-PUF and Cross-
PUF attacks.

2) Effect of Temperature Mismatch on Cross PUF Attacks
Targeting DRILL Protected PUFs: To provide consistency
with the previous results, Fig. 19 shows the Cross-PUF attack
results when there is a temperature mismatch between the
modeled PUF and attacked PUF. In this instance, PUF1 was
simulated at 60 ◦C and used to create the model. This model
was used to attack the other PUF instances at 80 ◦C. Much like
previous results, the attack is successfully mitigated, which can
be seen by comparing against the results presented in Fig. 13.

When reviewing the results, it is imperative to discuss any
bias that the PUFs might have as this affects the model’s effec-
tiveness. The following is the percentage of 1’s present in the
subset of the responses used for training or testing the model:
PUF1:63.82%, PUF2:39.01%, PUF3:68.75%, PUF4:85.56%,
and PUF5:29.90%.

One can see that the bias is not always skewed toward a 1 or
a 0. This means that there is no architectural bias [44]: our
arbiter is an “S-R latch,” whose structure is symmetrical. Still,
there is technological dispersion.

Fig. 19. Modeling results for the Self-PUF and Cross-PUF attacks targeting
the flip-flop for the DRILL protected PUFs operating at 80 ◦C. The model
was built based on PUF1 operating at 60 ◦C.

1) This effect makes it possible for each switch to behave
differently, depending on whether it is straight (con-
trolled by a 0) or crossed (controlled by a 1), which is
leveraged usefully for the sake of the PUF functionality.

2) However, at the same time, the arbiter itself has tech-
nological dispersion and, hence, can slightly favor
either 1 or 0.

In the results shown in Figs. 18 and 19, one can see
the effect of this bias on the model accuracy. First, let us
consider PUF1. When trying to guess the response value of this
PUF training on traces captured from itself (Self-PUF attack),
and when noise is sufficient (σ ≥ 16e − 4), the accuracy is
not 50%. This does not contradict the soundness of DRILL,
though. Indeed, even if the two flip-flops fed by Q and Q̄ are
randomly reset with probability 50%/50%, the arbiter itself
is not masked and is actually biased. In fact, we see that the
larger the technological dispersion on the arbiter, the larger its
bias (i.e., the more it is unfair since it is unbalanced), and
the larger the power difference when it arbitrates 1 or 0. This
means that there remains a residual correlation between the
response and the power due to the sole technology dispersion
at the arbiter level. Such (second order) phenomenon has
already been observed previously [45, Fig. 12].

The PUF3 (resp. 4) is also biased toward 1, by 68.75%
(resp. 85.56%); hence, when the attacker guesses them using
a (biased, in the same direction) model learned from PUF1,
the accuracy is also slightly greater than 1/2. The opposite
rationale accounts for the slightly less than 1/2 accuracy for
PUF2 and PUF5.

3) Effect of Aging Mismatch on Cross PUF Attacks Target-
ing DRILL Protected PUFs: Fig. 20 shows the results of the
Cross-PUF attack when there is a mismatch in the age of the
PUFs. Similar to the results presented in Fig. 15, an unaged
PUF1 is used to attack an aged PUF2. Comparing the unpro-
tected results with the DRILL-protected results, it can be seen
that the attack is significantly hampered with the accuracy
falling to ≈50% when the noise rises above σ = 2.5e − 4.
This holds for all ages of the attacked PUF up to two years.

4) Effect of Aging and Temperature Mismatch on Cross
PUF Attacks Targeting DRILL Protected PUFs: Much like
the previous results, it can be observed in Fig. 21 that the
Cross-PUF attack accuracy is reduced when realistic noise
levels are observed on the power traces of the circuitry (these
results can be compared with those of the unprotected PUF
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Fig. 20. Modeling accuracy for the Cross-PUF attacks targeting the flip-
flop of a protected PUF at 80 ◦C in the presence of aging misalignments. The
model was built based on the power traces of the unaged PUF1 and used to
attack PUF2 operating at the same temperature.

Fig. 21. Modeling accuracy for the Cross-PUF attacks targeting the flip-
flop of a protected PUF in the presence of both temperature and aging
misalignments. The model was built based on the power traces of the unaged
PUF1 in 60 ◦C and tested based on the traces extracted from the aged PUF2
operating at 80 ◦C.

in Fig. 17). At noise levels greater than σ > 2.5e − 4, the
accuracy of the attack drops to 50%, showing that the attack
is ineffective at classifying the response of the PUF. Also, the
accuracy of predicting the response in low noise (σ = 2.5e−4)
is also hindered by the DRILL protection circuitry, which
drops the accuracy to ≈80%, as opposed to >95% from the
unprotected PUF.

The takeaway from these results is that the DRILL counter-
measure successfully mitigates both the Self-PUF and Cross-
PUF attacks. Further investigations into the mismatches of
temperature and aging show that the countermeasure is effec-
tive even with these eventualities.

IX. DISCUSSION ABOUT PROTECTIONS

The experimental results show that an arbiter-PUF can be
attacked via profiling the traces of a reference PUF realized
from the same GDSII. Also, note that any kind of arbiter-PUF,
even those more robust against modeling attacks (through their
CRPs), such as the feedforward PUF or XOR-PUF, can be
targeted in a similar way (i.e., via Cross-PUF attacks). Note
that we are attacking the storage component of these devices,
which presents similar behavior for the arbiter-PUF and its
derivatives.

As previously stated, the flip-flop presented a significant
amount of leakage compared to that of the latch; this makes the
flip-flop a more ideal target for inferring the PUF’s response.
There are several reasons explaining the significant leakage at

the flip-flop stage. First, the flip-flop is necessarily connected
to the system bus and, thus, more heavily loaded. Second, the
output is synchronized with the system clock; hence, there is
no need for synchronization, and the peak of energy is denser.
Finally, the flip-flop has a fixed initial state, which can be
forced by the reset signal. Thus, the leakage is both intense
and reproducible.

It can be stated that the reason for the power modeling
attack’s success is due to the leakage from the target compo-
nent. In fact, the balance/imbalance of the loading on the com-
ponents is critical in the success of performing the modeling
attack. In our proposed DRILL countermeasure, if the loading
was perfectly balanced, i.e., if, for the four capacitances shown
in Fig. 5, we had CL = CH = C ′

L = C ′
H , the attack would not

be possible since there would be no distinction between the
differing power traces. However, perfect balancing on these
loads is impossible due to the random variances produced in
manufacturing (accordingly our loading is not perfectly equal
in the results that we showed). That being said, designers
should strive to obtain balancing on these loads to achieve
optimum mitigation from the attack.

As already mentioned, the bias that can occur within the
PUF is particularly detrimental if the PUFs have “architectural
bias” [44], i.e., the PUF may, systematically, have more ones
than zeroes, due to a deterministic unbalance between the
two paths to arbitrate. However, as shown previously, the
PUF instance simulated here does not have bias solely toward
one response over the other. The bias caused here is likely
in the arbiter embedded in the PUF, as shown in Fig. 1.
It can lean toward resolving races in an unfair manner: it
can prefer selecting “ones” or “zeros.” This is normal, but,
actually (opposite to the “constructive” bias in the switches),
it is detrimental to the PUF, since it lowers the final entropy
of the individual PUF (however, the PUF design as a whole,
as previously mentioned, does not skew toward resolving 0’s
or 1’s). Moreover, the bias happens to manifest itself not only
in an unbalance in the responses but also in the power it
consumes. Thus, a small residual correlation exists between
the arbiter’s output, and its side-channel leakage. This happens
despite the application of the DRILL countermeasure. Still,
the countermeasure remains very effective in practice when
the noise level is σ ≥ 16e − 4. Notice that DRILL protects as
against Cross-PUF and the more restricted Self-PUF scenario.

This article only targets the power side-channel-based
attacks and how DRILL protects against such attacks. How-
ever, as DRL is susceptible to EM attacks [46], the physical
implementations of DRILL should be investigated regarding
these EM attacks to assess how RIL affects the effectiveness
of EM attacks. Such investigations will be performed in our
future work.

X. CONCLUSION AND PERSPECTIVES

In this article, the effectiveness of Cross-PUF attacks on
arbiter-PUFs was explored. These attacks, which utilize the
power consumption phenomenon of one PUF to attack another
from the same GDSII file, were effective despite variations
in temperature and differences in the age of the reference
and target PUFs. Furthermore, it can be deduced that the
Cross-PUF attack can effectively target all the derivatives
of the arbiter-PUF (the XOR-PUF, feedforward PUF, and so
on). We showed that our proposed DRILL countermeasure,
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lightweight addition to the system components storing the
PUFs’ response, can successfully thwart the Cross-PUF
attacks.

In the continuation of this work in the future, we will
investigate our findings on the Cross-PUF attacks in real
silicon. We also endeavor to assess the effectiveness of Cross-
PUF attacks on different PUF targets, as all PUFs need
to derive (hence, store, and, subsequently, leak through side
channels) response bits. We will also explore the usage of
using more advanced ML algorithms to launch the Cross-PUF
with and the methods that do not require ML. Finally, we opt to
investigate if there is a quantitative theoretical evaluation, such
as those mentioned in [47], between the power consumption of
the PUF design and its susceptibility to the Cross-PUF attack.
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