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Abstract—We present a Concurrent Error Detection (CED) scheme for the Scheduler of a modern microprocessor. The proposed

CED scheme is based on monitoring a set of invariances imposed through added hardware, violation of which signifies the occurrence

of an error. The novelty of our solution stems from the workload-cognizant way in which these invariances are selected so that they

leverage the application-level error masking inherent in program execution. Specifically, in order to ensure cost-effectiveness of the

hardware employed to construct these invariances, we make use of information regarding the type and frequency of errors affecting

the typical workload of the microprocessor. Thereby, we identify the most susceptible aspects of instruction execution and we

accordingly distribute CED resources to protect them. Our approach is demonstrated on the Scheduler of an Alpha-like superscalar

microprocessor with dynamic scheduling, hybrid branch prediction and out-of-order execution capabilities. Using an extensive fault-

simulation infrastructure that we developed around this microprocessor, we profile the impact of Scheduler faults across a variety of

different SPEC2000 benchmarks. Based on the results, we construct a CED scheme which monitors the time and location of

instruction execution, the executed operation, the utilized resources, as well as the executed and retired sequence of instructions. At a

hardware cost of only 32 percent of the Scheduler, the corresponding CED scheme detects over 85 percent of its faults that affect the

architectural state of the microprocessor. Furthermore, over 99.5 percent of these faults are detected before they corrupt the

architectural state, while the average detection latency for the remaining faults is in the order of a few clock cycles, implying that

efficient recovery methods can be developed.

Index Terms—Concurrent error detection, microprocessor, scheduler, invariance.

Ç

1 INTRODUCTION

THE physical challenges incurred by the rapidly shrinking
feature size and reduced power supply voltage of deep

submicron semiconductor fabrication technologies continue
to give rise to various design robustness concerns. While
soft errors occurring due to strikes by neutrons or alpha
particles, which may lead to corresponding single event
upsets (SEUs) in memory bits, or single event transients
(SETs) in combinational logic have received the lion’s share
of attention, they only constitute part of the problem.
Indeed, various other faults related to crosstalk and ground-
bounces, design marginalities, process variations and corner

operating conditions [1], [2], [3], [4], [5] are starting to cause
errors and to play an increasingly important role. Ranging
in duration from single events to permanent faults, such
errors have revived interest in concurrent error detection
(CED) and/or correction methods that may ameliorate or
resolve their effect [6], [7].

The pluralism of CED methods that have been proposed
in the past implies that no one solution fits the needs of
every circuit. Furthermore, it stresses the fact that applying
generic solutions across the board for an entire design
typically incurs prohibitive cost, often times unnecessarily
and without providing commensurate coverage. Indeed, in
order to maintain cost-effectiveness, it is important to
understand the specific vulnerabilities and requirements
of a circuit and accordingly tailor the CED solution.

Modern microprocessors, for example, exhibit a high
degree of application-level error masking. In other words,
many of the errors that occur due to the aforementioned
reasons are suppressed or have a low probability of
affecting the programs that are typically executed by the
microprocessor. Indeed, the multitude of functional units
and stages in deeply pipelined superscalar microprocessors,
along with advanced architectural features such as dynamic
scheduling and speculative execution, imply that rather
complex conditions need to be satisfied for an error to affect
the architectural state of the microprocessor. Furthermore, it
is well known that the probability with which faults are
suppressed is asymmetric [8], implying that not all faults
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are equally critical. Hence, high-level methods that aim to
globally monitor the most susceptible aspects of instruction
execution, rather than to locally check the result of every
fine-grain hardware entity, appear to be the most promising
direction towards developing cost-effective CED solutions.

To this end, in this paper we develop a workload-

cognizant CED scheme for the Scheduler1 of a modern

microprocessor, based on detailed information regarding

the impact of faults on the instruction execution of typical

programs. Specifically, we introduce a model of Instruction-

Level Errors (ILEs) and we employ an extensive fault

simulation infrastructure that we have developed around a

modern microprocessor model in order to understand the

relative importance of the various ILEs that are caused by

faults in the Scheduler of the microprocessor. Guided by the

results of this analysis, we incorporate additional hardware

that monitors the most vulnerable aspects of instruction

execution. Specifically, we predict and validate the time and

the functional unit where an instruction is executed, along

with four hardware-imposed invariances (i.e., properties

which hold true during error-free operation but which are

violated in the presence of errors), which validate the

operation code and the operands of an instruction, as well

as the sequence in which instructions are executed and

retired. Extensive fault simulation-based evaluation vali-

dates that workload information can, indeed, drive the

development of cost-effective CED methods.
The remainder of this paper is organized as follows: In

Section 2, we discuss related work in CED. Then, in Section 3,
we introduce the microprocessor model that is used to
demonstrate our CED scheme, the fault simulation infra-
structure that has been previously developed around it and
its limitations, as well as the enhancements that we made for
the purpose of our work. In Section 4, we provide more
details about the Scheduler of this microprocessor, which is
the target of our CED scheme. Next, in Section 5, we use the
aforementioned infrastructure to analyze the impact of
Scheduler faults on typical workload executed on the
microprocessor and we draw key observations that drive
the development of our CED scheme, the details of which are
given in Section 6. Finally, extensive fault simulation results
demonstrating the effectiveness of the proposed CED
scheme are presented and discussed in Section 7 and
conclusions are drawn in Section 8.

2 RELATED WORK

Various CED solutions [6], [7] have been proposed in the past
to detect faults or errors occurring during normal operation
of a circuit after it is deployed in the field. Among those, the
simplest approach is duplication, wherein a replica of the
circuit is added to the design, possibly diversely implemen-
ted (e.g., through the use of dual-rail logic [9]) to avoid
common mode failures [10]. The original and the replica
serve as predictors of the functionality of each other and a

simple comparator indicates any discrepancy in their out-
puts, thus detecting potential malfunctions. While simple,
this technique is prohibitively expensive. To reduce the
overhead imposed by duplication-based techniques, partial
duplication has been suggested to detect the faults in the
most critical parts of the design [8].

Another very popular CED approach has been the use of
various codes, especially within the context of finite state
machine (FSM) controllers. Several redesign and resynthesis
methods are described in [11], [12], wherein parity or various
unordered codes are employed to encode the states of the
circuit. Utilization of multiple parity bits is also examined in
[13] within the context of FSMs. These methods guarantee
latency-free error detection; on the down side, they are
intrusive and expensive. Nonintrusive CED methods have
also been proposed. Implementations based on Hamming,
Bose-Lin, and Berger codes are presented in [14], [15], and
[16], respectively, while parity-based CED methods are
described in [6], [17], [18]. While the aforementioned
methods guarantee latency-free detection of all errors, their
cost is often prohibitive. Trading off the incurred cost by
allowing a nonzero, yet bounded error detection latency has
also been investigated [19].

At a coarser level, an attempt to identify inherent
invariance either at the gate-level [20] or at the RTL [21]
of a design has been made. Such invariance can be
monitored during the normal operation of a circuit to
identify errors that cause it to be violated. In [20] such
invariance is mined from the gate-level of a controller
implementation in the form of assertions, which are
evaluated through simulation in order to select a cost-
effective appropriate subset. The same principle governs
the approach in [21]; therein, however, invariance is
identified through a path-construction algorithm, which
exploits inherent transparency channels that exist in the
RTL description of a modular design. More recently, the
method proposed in [22] also leverages inherent invariant
codes to perform CED in the decoder of the same
microprocessor that we employ in this study.

At an even higher architectural level, several concurrent
error detection, and/or correction methods have been
proposed. The concept of watchdog processors, which
compute control-flow signatures and compare them to
expected correct values, known at compilation time, is
proposed in [23], [24]. Concepts akin to instruction-level
duplication and comparison to identify erroneous results
are examined in [25], [26]. In [27], the authors examine the
vulnerability of different parts of a microprocessor to soft
errors and recommend various strategies (including register
file protection with codes, parity coding to protect instruc-
tion words, and a timeout counter to flush the pipeline
when no activity occurs for prolonged periods) to detect/
correct such errors. Similar analysis is performed in [28],
based on the concept of Architectural Vulnerability Factor
(AVF), which prioritizes microprocessor modules based on
their susceptibility. Such metrics can prove very useful in
guiding allocation of CED resources.

3 STUDY FRAMEWORK

This research builds upon a previously developed fault
simulation infrastructure, which is presented in detail in [29]
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and which we summarize herein for the purpose of
completeness. We start by briefly introducing the micro-
processor that we will use as the test vehicle in our
investigation along with the capabilities and limitations of
the simulation infrastructure that has been previously
developed around it by other researchers. Then, we discuss
the fault simulation enhancements that we added to this
infrastructure to support the development of the proposed
workload-cognizant CED method.

3.1 Microprocessor Model and Limitations

The Microprocessor model used in this study is the Verilog
implementation of an Alpha-like microprocessor, called
IVM (Illinois Verilog Model) [27], [30]. IVM implements a
subset of the instruction set of the Alpha 21264 micro-
processor. Consisting of approximately 40,000 state ele-
ments, the IVM is rich in architectural features including:
superscalar, out-of-order execution, dynamically scheduled
pipeline, hybrid branch prediction, and speculative instruc-
tion execution. IVM can have up to 132 instructions in-flight
through its 12-stage pipeline, supported by a dynamic
scheduler of 32 entries and six functional units. Fig. 1 shows
the block diagram of IVM, as presented in [27].

The complexity of IVM reflects most of the features of
modern, high-performance microprocessors. Furthermore,
it allows simulation of the execution of actual workload,
such as the SPEC2000 benchmarks. Thus, it enables a
realistic investigation of the efficiency of CED schemes
applied to modern microprocessors. Along with the Verilog
implementation of IVM, we also make use of a functional
simulator, which is a part of the Simplescalar tool suite and

supports the full instruction set of the Alpha 21264
microprocessor [31]. This capability is crucial because it
enables us to circumvent the limitations of IVM, which does
not support system calls and floating point instructions.
Such cases are handled by transferring the simulation state
to the functional simulator, executing the corresponding
instructions, and transferring the new state back to the
Verilog model to resume simulation.

Another limitation of IVM is that due to certain coding
techniques used at the RT-Level model, it is not synthesiz-
able; hence gate-Level fault simulation cannot be per-
formed. In fact, to perform fault simulation in IVM, an
approach of stopping the simulation, altering the state of the
microprocessor, and then resuming the simulation is
employed. Although this fault injection approach is effec-
tive when studying the impact of single-cycle transient
errors, such as those caused by alpha particle strikes, it is
extremely inefficient for other fault models, such as stuck-at
faults or transient errors of longer duration caused by
operational marginalities.

3.2 Enhanced Simulation Capabilities

In order to alleviate the aforementioned limitation, we
enhanced the IVM infrastructure to support efficient
injection and simulation of both stuck-at and transient
faults of arbitrary starting time and duration, while
executing SPEC2000 benchmarks. This is achieved by
employing an RT-Level fault simulator, which we devel-
oped and presented in detail in [29], wherein fault injection
is performed using a method similar to the parallel
saboteurs technique described in [32]. Specifically, the
Verilog model of each target module is mutated and a
Fault Controller module is added to control all fault
injection parameters, including the location, type, as well
as the start and stop injection times for each fault. In this
method, a unique identification number, called UID, is
given to each entity (i.e., register or wire) of the fault
simulation target module. Then during simulation, the
Fault Controller is responsible for fault injection. In each
clock cycle, one bit of one entity is accessed and set to the
faulty value. When the Fault Controller activates the fault
clock (i.e., the signal that controls the fault simulation
starting and stopping clock cycle), each module compares
the broadcasted UID (i.e., the UID of the target fault
simulation signal which is set by the Fault Controller) to the
UIDs of its internal entities. If a match is found, the module
modifies the corresponding bit, as specified by the Fault
Type coming from the Fault Controller to the module.

Fig. 2 shows a high-level diagram of this method, which
allows injection of either stuck-at or transient faults with
user-defined activation times to any entity defined in the
RT-Level Verilog model (dotted lines indicate hardware
added for fault simulation). As shown in this figure, each
storage element or wire is driven by a multiplexer which is
controlled by the Fault Controller to inject the appropriate
value to the intended location during the active fault
injection window.

In addition to the enhanced fault injection and simula-
tion capabilities, we have also incorporated extensive tools
to the IVM infrastructure for collecting, processing and
reporting fault simulation results. Furthermore, the devel-
oped tools can be used to save any trace or state files

1276 IEEE TRANSACTIONS ON COMPUTERS, VOL. 60, NO. 9, SEPTEMBER 2011

Fig. 1. Block diagram of IVM [27].

Authorized licensed use limited to: University of Maryland Baltimore Cty. Downloaded on September 30,2020 at 18:47:55 UTC from IEEE Xplore.  Restrictions apply. 



requested and perform comparisons between golden (fault-
free) and faulty model executions. Besides state files, we can
also log the inputs and the outputs of any given module at
specified clock cycles, producing a trace file. This file can
then be used to study the impact of faults on individual
modules. This collection of tools proves invaluable in
assessing the impact of faults on the typical programs
executed by the microprocessor and, thereby, developing
the workload-cognizant CED method proposed herein.

4 SCHEDULER MODULE

In this section, we describe in more detail the module
targeted by our workload-cognizant CED method, namely
the Scheduler, which is one of the key control modules in
any modern microprocessor with advanced architectural
features. In IVM, the Scheduler is a dynamic module
containing an array of up to 32 instructions waiting to be
issued, from which up to six instructions are issued in each
clock cycle. Each instruction coming to the Scheduler resides
in this buffer until an acknowledgment is received from the
execution unit that it can start execution. At this time, the

corresponding location in the scheduler waiting-list is
cleared for use by another newly arriving instruction. The
Scheduler issues instructions out-of-order after considering
the availability of instructions of various types in the buffer,
as well as the existence of structural or data hazards.

During instruction execution, avoidance of structural
and data hazards is ensured by the Scheduler, while
avoidance of control hazards is ensured by the Reorder
Buffer (ROB). Indeed, the Scheduler considers structural
hazards before issuing an instruction. The IVM micropro-
cessor has six functional units: Two simple, one complex,
one branch and two memory units. Thus, up to six
instructions with the above limitations on the type and
distribution of instructions can be issued in each clock cycle.
Write-After-Read (WAR) and Write-After-Write (WAW)
data hazards are taken care of by the Rename module of
IVM before the instruction comes to the Scheduler. Read-
After-Write (RAW) data hazards, however, may still exist
due to dependencies between instruction operands. To deal
with such RAW hazards, the Scheduler uses the Scoreboard
method [33]. Based on the type of functional unit that will
be executing an instruction, the Scoreboard determines the
clock cycle in which the destination register for this
instruction will be written and available for other instruc-
tions to read. Consequently, the Scheduler prevents issuing
of instructions that need to use this register prior to the time
that it becomes available. Along with each instruction
coming to the Scheduler from the Rename module, a unique
identification number called ROBid is also provided by the
ROB module. This ROBid follows the instruction until it
commits and serves as a mechanism for ensuring in-order
instruction commitment in the out-of-order execution of the
microprocessor and avoiding control hazards.

Fig. 3 shows the high level diagram of the IVM
Scheduler module. As shown in this figure, instructions
arriving to the Scheduler continue to reside in the buffer
even if they have been issued to the Execution unit, until
the execution unit confirms that they can start execution. At
this time the “valid” and “issued” signals of the related
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instruction in the Scheduler are disabled and the corre-

sponding buffer locations are considered available for use

by subsequent instructions.

5 FAULT IMPACT ANALYSIS

The novelty of the CED method proposed herein is that it

seeks to leverage information regarding the effect of faults

on typical workload. In order to capture this information, we

utilize a model of Instruction-Level Errors (ILEs) which was

first defined in [29] and which is summarized in Table 1. As

shown in this table, ILEs have been divided into five groups

reflecting the key aspects of instruction execution in a

superscalar out-of-order microprocessor, namely

1. the operation that is executed,
2. the operands that are being used,
3. the functional unit where execution takes place,

4. the starting and finishing time of execution, and
5. the order of commitment.

As part of the simulation infrastructure described in Section 3,
we have developed automated software that correlates an
injected fault to the ILE that it incurs. We note that the ILE
types are not mutually exclusive, i.e., the effect of a fault may
be manifested as more than one ILE type. For example,
suppose that a fault changes the operation code of an addition
instruction to the operation code of a branch instruction; in
this case, a Type 1 (Group 1) ILE occurs since an incorrect
operation code is used. However, a Type 7 (Group 3) ILE also
occurs, since the branch instruction is now executed by a
functional unit other than the functional unit used for
executing the original addition instruction.

The type of information that we seek in order to support

the development of workload-cognizant CED is depicted in

Fig. 4. This bar chart summarizes the impact of RT-Level

faults in the Scheduler of the IVM microprocessor on the

execution of several different SPEC2000 benchmarks, by

depicting the distribution of these faults into the various ILE

types. The results show a remarkable consistency across the

various benchmarks, despite the fact that these benchmarks

exercise very different functionality of the microprocessor.
More importantly, the results enable the following

observations regarding the occurrence frequency of each

ILE type, which drive the development of the CED method

described in the next section.

. The majority of faults result in Timing Errors
(Group 4) and, in particular, in ILEs of Type 10
(late or no instruction commencement) and Type 11
(longer instruction duration). In other words, ensur-
ing that an instruction is scheduled and executed at
the correct time is crucial to the detection of errors.
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. A significant number of faults results in a discre-
pancy in the operands (Group 2) and, in particular,
in ILEs of Type 3 (incorrect operand). As a result,
ensuring correctness of the utilized resources will
contribute a large number of detected errors.

. A tangible number of faults result in a discrepancy
in the executed operation (Group 1) and, in
particular, in ILEs of Type 1 (incorrect operation
code). Hence, ensuring correctness of the executed
operations is also important.

. A considerable number of faults result in violation of
instruction order (Group 5) and, in particular, in
ILEs of Type 13 (commitment order violation).
Therefore, ensuring in-order commitment is still a
priority but not the most crucial one.

. Only a small number of faults result in discrepancy
in the utilized functional unit (Group 3) and, in
particular, in ILEs of Type 7 (incorrect functional
unit). Thus, ensuring the use of the correct functional
unit is less important than the previously mentioned
aspects of instruction execution.

6 CED SCHEME

Based on the above observations, the CED scheme proposed
in this paper seeks to verify the following aspects of
instruction execution, which are listed in decreasing order
of significance

. Correctness of the time at which an instruction starts
executing.

. Correctness of the operands used by the instruction.

. Correctness of the operation code executed by the
instruction.

. Correctness of the sequence in which instructions
are actually executed, taking into account branches.

. Correctness of the sequence in which instructions
arrive to the scheduler.

. Correctness of the functional unit to which an
instruction is assigned for execution.

To achieve the above objectives, the proposed CED
scheme involves two components. The first component
employs additional hardware which predetermines the
time at which an instruction should start execution and the
functional unit where it should be executed, as explained in
Section 6.1. Using this information, the second component
employs additional hardware to impose and monitor four
invariances that should hold true in each clock cycle i and
for each functional unit j,

. Invariance #1: Equality between the ROBid of the
instruction that is predicted to be executed at time i
by functional unit j and the ROBid of the instruction
that is actually executed. Monitoring this invariance
ensures correct order in the commitment of instruc-
tions. Thereby, this invariance aims mainly at
detecting ILEs of Group 5 (Order Errors).

. Invariance #2: Parity consistency between the
operation code of the instruction that is predicted
to be executed at time i by functional unit j and the
operation code of the instruction that is actually
executed. This invariance aims mainly at detecting
ILEs of Group 1 (Operation Errors).

. Invariance #3: Parity consistency between the
operands (up to three) of the instruction that is
predicted to be executed at time i by functional
unit j and the operands used by the instruction that
is actually executed. This invariance aims mainly at
detecting ILEs of Group 2 (Operand Errors).

. Invariance #4: Parity consistency between the target
address of the instruction that is predicted to be
executed at time i by functional unit j and the target
address of the instruction that is actually executed.
Checking this invariance ensures the correctness of
execution flow following branch instructions. There-
by, it aims mainly at detecting ILEs of Group 4
(Timing Errors).

We note that no invariance that explicitly checks for ILEs of
Group 3 (Execution Errors) is included in our CED scheme.
However, such errors are implicitly detected through the
prediction of the functional unit where the invariances are
checked. Furthermore, as we observed through the fault
impact analysis of the previous section, such faults are the
least important among the ILE types.

Fig. 5 shows the hardware that needs to be added to the
IVM Scheduler in order to support the proposed CED
scheme. As we described in Section 4, the Scheduler
contains an array where up to 32 instructions coming from
the Rename module reside until all structural and data
hazards are cleared so that they can be sent for execution.
Each entry in this array contains 224 bits comprising the
various fields of the instruction, as shown in the figure. Our
scheme relies on the construction of a CED Table, which
partially replicates this array by keeping only the fields
needed for predicting the time and place where an
instruction should be executed and supporting the subse-
quent invariance checking. Specifically, the retained infor-
mation includes the ROBid, the instruction type, as well as
the parity of the operation code, the operands, and the
target address if the instruction is a branch. The instruction
type, along with information from the existing Scoreboard
module and the original instruction array are then used to
predict and add to the CED Table the functional unit where
an instruction will be dispatched and its execution starting
time, expressed as an offset relative to the current clock
cycle. All in all, each entry in this Table contains 24 bits.

Given the information in the CED Table, monitoring the
four invariances becomes straightforward, as shown in Fig. 6.
In each clock cycle, we look at the instruction executed by
each functional unit and we extract its ROBid, along with the
parity of its operation code, its operands, and its target
address. We then compare these fields to the corresponding
fields of the instruction that the CED Table predicts as the one
that should be executed by this functional unit at this
particular time. Any discrepancy signifies an error, in which
case the CED output is asserted.

6.1 Predicting Instruction Execution Time and Place

The proposed CED method relies on correctly predicting
the time that each instruction will start execution as well as
the functional unit to which it will be issued. To achieve
this, several parameters need to be considered. First, the
availability of resources in the execution unit, which also
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bounds the maximum number and types of instructions
that can be issued in each cycle. IVM includes six functional
units, namely two simple units, one complex unit, one
branch unit, and two memory units. Second, the types and
order of arrival of instructions that are waiting to be issued
for execution. And, third, the data hazards that an
instruction may cause.

Let us consider an instruction that arrives at the
Scheduler at clock cycle c. The earliest that this instruction
can be issued is at clock cycle cþ 1 and the earliest it can
start execution is at clock cycle cþ 3, with the added clock
cycles accounting for the pipeline depth between the
Scheduler and the Execution Unit. In other words, for the
incoming instructions whose issue does not generate any
hazard, the execution starting time is determined precisely
as soon as the instruction enters the Scheduler. Before an
instruction is issued, however, resource availability needs to
be considered. Specifically, preceding instructions that are
already residing in the Scheduler waiting table are examined
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first; if their operands are available and their issuing causes
no structural hazards they are given priority over the
current instruction, which remains in the Scheduler.

For the instructions which cannot be sent out of the
Scheduler in the clock cycle following the clock cycle they
enter the Scheduler module, a rough estimate of their
execution starting time is made and updated each clock
cycle. This estimate depends on the number of instructions
of the same type that reside in the Scheduler waiting table,
the number of available functional units to execute
instructions of this type, as well as the dependencies
between the operands of all unissued instructions. In each
clock cycle, up to six instructions are issued and the
Scheduler waiting table fields are updated. Accordingly, the
aforementioned estimates are also updated, until we can
determine when all structural and data hazards will be
resolved so that we can predict the clock cycle that an
instruction will be able to start execution and the functional
unit where it will be dispatched. To reduce hardware
overhead, the execution starting time of each instruction is
expressed as an offset from the current clock cycle.

We also note that although the Scheduler checks the
availability of operands before issuing an instruction, a
second check takes place in the Execution module. This is
required since an operand that was supposed to be
available at the required clock cycle (based on the
information provided by the Scoreboard), may be not
available due to a cache miss. In this case, the Execution
unit reports that an instruction needs to be reissued and our
method recalculates the new execution starting time.

Example: Consider Fig. 5 which shows a snapshot of the
Scheduler waiting table (upper) and the CED table (lower)
and let us assume that four instructions arrive at the
Scheduler at clock cycle c and are placed in rows 3 through
6 of each table. Let us also assume that no other unissued
instructions of these types are waiting in the Scheduler.
Based on the instruction types and required operands, our
CED scheme determines that the first two instructions
(rows 3 and 4) can be issued in the following clock cycle.
Taking into account the pipeline depth of three between the
Scheduler and the Execution unit of IVM, these two
instructions can start execution at clock cycle cþ 3. Accord-
ingly, the offset “3” is placed in the 6th column of rows 3 and
4 in the CED table. However, the branch instruction (row 5)
cannot start execution simultaneously with the aforemen-
tioned two instructions due to its operand dependency (r54)
on the simple instruction (row 4). Hence, our CED scheme
consults the Scoreboard regarding the availability time of
register r54. Since a simple instruction takes one cycle to
execute and the producing instruction starts execution in
cþ 3, the Scoreboard responds that r54 will be available in
clock cycle cþ 4. Accordingly, clock cycle cþ 4 is predicted
as the execution starting time of the branch instruction and
the offset “4” is placed in the 6th column of row 5 in the CED
table. The next instruction (row 6) is a complex instruction
(i.e., multiply) and cannot be immediately issued due to a
structural hazard (the first instruction is occupying the
complex functional unit). In addition, the first operand of
this instruction is r16 which is the destination register of the
first instruction (row 3). The multiply unit of the IVM is

implemented as a five-stage pipeline, so our CED scheme
predicts that the earliest clock cycle at which the instruction
in row 6 can start execution is cþ 8. Accordingly, the offset
“8” is placed in the 6th column of the row 6 of the CED table.

7 RESULTS AND ANALYSIS

In this section, we provide the details of the simulation
setup used for evaluating the effectiveness of the proposed
CED scheme, we present the results and we discuss our
key observations.

7.1 Simulation Setup

Target Module and Type of Injected Faults: Our CED
scheme targets one of the main control modules of the IVM
microprocessor, namely the Scheduler, the details of which
were presented in Section 4. To assess the efficiency of our
CED scheme, we employ the infrastructure described in
Section 3 to inject and simulate the effect of single stuck-at
faults at the RT-Level description of IVM.2 There is a total
number of 18,822 such faults in the Scheduler of IVM, all of
which are used in this study.

Simulation Workload: In order to evaluate the effective-
ness of our CED scheme, we use six different SPEC2000
benchmarks as the simulation workload for IVM. Running
different benchmarks ensures variability of the instructions
executed through the processor and the control logic that
they exercise. In each simulation run, the functional
simulator is used to execute the first 50,000 clock cycles,
thus bypassing the initial system calls and other operations
that are not implemented in IVM and reaching a code
segment that can be executed on the fault-free RT-Level
model of IVM. Then, a fault is injected in the RT-Level model
of IVM and each benchmark is executed for 2,000 clock
cycles using the RT-Level simulation infrastructure. Table 2
provides the number of instructions committed while
running each benchmark for 2,000 clock cycles on the
fault-free microprocessor model.

7.2 Experimental Results

We now proceed to present the results of our simulations
and to discuss their significance. The results are divided in
four sets; the first set provides statistics on fault activation,
the second set evaluates the effectiveness of the proposed
CED scheme, the third set demonstrates the utility of the
impact analysis information based on which the CED
scheme was designed, and the fourth set examines various
other properties of the CED scheme.
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TABLE 2
Instructions Committed in 2,000 Clock Cycles

2. In [34], the authors demonstrate a strong correlation between the
impact of permanent faults and transient errors, as well as between the
impact of Gate-Level and RT-Level faults on instruction execution. Hence,
the effectiveness of our CED scheme, as assessed through injection of
RT-Level single stuck-at faults, also reflects its effectiveness on Gate-Level
faults and transient errors.
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7.2.1 Fault Activation Profile

Fault simulation outcome: The first set of results, presented
in Table 3, summarizes the fault simulation outcome for each
benchmark. The second column reports the number of faults
that were activated, i.e., they adversely affected the
functionality of the microprocessor. On average, 38.1 percent
of the faults resulted in a visible discrepancy. In the third
through fifth columns, we further split these faults into three
categories, based on their impact on instruction execution.
As can be observed, an average of 20.4 percent of the
activated faults resulted in incorrect architectural state3 after
the executed 2,000 clock cycles, 11.3 percent resulted in a
stalling of the pipeline, and 6.4 percent resulted in an
exception system call prior to completion of benchmark
execution. The final column reports the number of faults that
were masked, i.e., they did not affect benchmark execution
at all. The high percentage of such errors, averaging at
61.9 percent over the six benchmarks, corroborates our
conjecture that application-level error masking plays an
important role in modern microprocessors, which motivated
the development of the proposed workload-cognizant CED
scheme. After all, only a small portion of the functionality of
the Scheduler module is exercised by typical workload,
hence a large number of faults are either not excited at all or
are excited but are logically suppressed.

Fault activation across benchmarks: The second set of
results explores the well-known fact that not all faults are
equally likely to cause an error (i.e., asymmetric fault
activation [8]). Specifically, in Fig. 7 we show the percentage
of faults that are activated during the execution of exactly
k out of the six benchmarks, k 2 ½1; . . . ; 6�. As may be
observed, among the 8,784 faults that are activated in any of
the six benchmarks, over 50 percent are activated in all of
the six benchmarks and over 85 percent of faults are
activated in at least four out of the six benchmarks. The key
takeaway point from this observation is that a large number
of faults have a high probability of activation independent

of the workload that is being executed. Hence, any
hardware overhead incurred by a CED scheme that detects
these faults is well-justified.

7.2.2 CED Effectiveness

CED coverage: The third set of results focuses on the
activated faults and reports the effectiveness of the
proposed CED scheme in detecting them. Coverage is
defined as the percentage of activated faults that are
detected by the CED scheme. The attained coverage is
shown in Fig. 8. As may be observed, over 85 percent of the
faults that affect the architectural state of the processor or
prevent it from completing the intended execution of a
benchmark due to stalling or exceptions are detected by the
proposed CED scheme. Another interesting observation
concerns the consistency in the effectiveness of the
proposed CED scheme across all six benchmarks, despite
the fact that the latter involve execution of different types of
instructions and exercise different parts of the functionality
of IVM. Indeed, in all cases the achieved fault coverage
ranges between 81 percent and 91 percent. Evidently, the
CED scheme detects a very large percentage of the activated
faults independent of the workload that is being executed.

CED effectiveness across benchmarks: To further
demonstrate that the proposed CED is effective across
various workloads, in Fig. 9 we break down the number of
faults that are activated in k of the six benchmarks,
k 2 ½1; . . . ; 6�, based on the number of benchmarks in which
they are detected. As may be observed, among the faults
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Fig. 7. Faults activated in k benchmarks, k 2 ½1; . . . ; 6�.

TABLE 3
Fault Simulation Outcome After 2,000 Clock Cycles

Fig. 8. Coverage of proposed CED scheme.

3. The definitions of architectural state and architectural state corruption
used herein are borrowed from [27], where it is stated that “In IVM,
Microarchitectural state consists of all the SRAM cells, latches, and flip-flops
used to implement a processor microarchitecture. Architectural state is a
subset of microarchitectural state defined as the state of the machine that is
exposed at the instruction set architecture level (e.g., the program counter,
register files, and memory state). So Architectural state corruption is any
change in PC, register files, and memory state.”
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activated in k benchmarks, the proposed CED scheme
indeed detects most of them in all of these k benchmarks.
For example, among the faults activated in six benchmarks,
over 90 percent are detected in all of these six benchmarks.
In other words, the proposed CED scheme detects the
targeted faults independent of the workload, thereby
benefiting all programs running on the microprocessor
and justifying the expended hardware.

Necessity of the four invariances: The next set of results
examines whether all four invariances are necessary in the
proposed CED scheme. While some overlap between the
faults detected by each invariance is expected, this overlap
is minimal since each of them mainly targets a different
group of ILEs, as discussed in Section 5. To validate this, in
Fig. 10 we report the percentage of faults that violate
exactly k invariances during the execution of each bench-
mark, k 2 ½1; . . . ; 4�, averaged over the six benchmarks. As
may be observed, 75 percent of the faults violate exactly
one invariance and only a small percentage of faults end
up simultaneously violating more than one invariances.

The key takeaway point of this observation is that the
inclusion of each of these invariances in the CED scheme is
well-justified, since there is little overlap among the
detected fault-sets.

7.2.3 Impact Analysis Utility

Consistency of fault impact across benchmarks: This set of
results demonstrates consistency in the instruction-level
impact that faults incur, independent of the executed
workload. Specifically, Fig. 11 shows the percentage of
faults that result in each of the five ILE groups for each of the
six benchmarks. As may be observed, the distribution of
faults to the five ILE groups is very similar for all six
benchmarks, despite the fact that these benchmarks are
quite different in the types of instructions they employ and
the part of the microprocessor they exercise. This is
particularly important because the proposed CED scheme
has been developed based on observations regarding the
relative importance of the various ILEs caused by low-level
faults. Hence, its effectiveness relies on the premise that this
distribution is consistent across different workloads.
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Fig. 9. CED effectiveness in detecting a fault across all benchmarks wherein it is activated.

Fig. 10. Faults violating k invariances, k 2 ½1; . . . ; 4�. Fig. 11. Percentage of faults causing each ILE group.
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CED effectiveness across ILE groups: To further
demonstrate the importance of the above consistency, in
Fig. 12 we provide the number of faults that result in each
ILE group for each benchmark, along with the number of
faults detected by the proposed workload-cognizant CED
scheme. Evidently, its effectiveness is consistent across the
five ILE groups, independent of the workload. Another
important observation that can be made using this figure is
that most detected faults result in an ILE of group 4. Indeed,
as discussed in Section 6, development of the proposed
CED scheme was driven by the observation that the
dominant ILE types caused by low-level faults are Timing
ILEs, which belong to group 4. In other words, the CED
scheme was specifically geared towards detecting ILEs of
group 4, as validated by the results.

Invariance effectiveness for each ILE group: We now
proceed to examine the effectiveness of each of the four
invariances included in the proposed CED scheme in
detecting the faults that cause each of the five ILE groups.
We remind that the four invariances where chosen based on
the profile of instruction-level impact caused by low-level
faults. Specifically, invariance #1 mainly targets instruction
order ILEs (Group 5). Similarly, invariance #2 mainly targets
operation ILEs (Group 1), invariance #3 mainly targets
operand ILEs (Group 2), and invariance #4 mainly targets
timing ILEs (Group 4). Also, execution ILEs (Group 3) are
detected as an ancillary benefit of all four invariances.
Hence, we expect that each invariance will be the most
efficient in detecting the ILEs in the group for which it was
designed and may also detect ILEs in other groups but to a
lesser extent. Fig. 13 shows the results which validate our
expectations. Specifically, based on the results we may
observe that each invariance is, indeed, the most effective on
the ILE group it was designed for. For example, invariance
#4 detects a much higher percentage of faults that result in
ILEs of group 4 than the percentage of faults that result in
ILEs of the other groups. Furthermore, no other invariance
detects more ILEs of a particular group than the invariance
that was designed for that ILE group. For example,

invariance #4 detects more faults that result in ILEs of

group 4 than any of the other invariances. The key takeaway

point of these observations is that workload-cognizant

analysis of the instruction-level impact caused by low-level

faults may effectively guide the selection of appropriate

invariances for performing CED.

7.2.4 Other CED Properties

Detection latency: Another question that we seek to

address through the next set of results concerns the detection

latency of the proposed CED scheme. As detection latency,

we define the number of clock cycles between the time that

an error results in a corruption of the architectural state of

the processor and the time that the CED scheme detects the

error (i.e., an invariance is violated). The second through

fourth columns of Table 4 report the minimum, maximum,

and average detection latency of the proposed CED scheme

for each benchmark. We note that the detection latency may

be negative, implying that the CED scheme alerts to the fact

that an error has occurred before this error corrupts the

architectural state. The last column of Table 4 reports the

percentage of faults that are such early detections. Evidently,
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Fig. 12. Total and detected faults causing each ILE group.

Fig. 13. Effectiveness of invariances on ILE groups.
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the vast majority of the faults, i.e., over 99.5 percent, are
detected early, some of them as early as 1,978 clock cycles
before they actually corrupt the architectural state of the
processor. Among the rest of the faults, some are not
detected until 1,764 clock cycles after they corrupt the
architectural state. These, of course, are a few extreme cases.
On average, the CED scheme detects faults that are not
early detections within a couple of clock cycles. An
understanding of the detection latency of the proposed
CED scheme is very important since it indicates the window
within which the error can be corrected before it affects
program execution. While error correction mechanisms are
beyond the scope of this paper, one may observe that a
simple pipeline flush and restart (which is already
supported by IVM) is enough to correct over 99.5 percent
of the faults (i.e., all the early detections). For the rest of the
faults, which are detected after the architectural state is
corrupted, the average detection latency of two clock cycles
implies that simple checkpoint-and-restore operations
covering a small window of a few clock cycles would be
capable of correcting them.

Incurred area overhead: The next set of results focuses
on the cost-effectiveness of the proposed method. To this
end, we converted the Scheduler module of IVM to

synthesizable Verilog and we synthesized the Scheduler
module before and after applying our CED scheme using
Synopsys Design Compiler and targeting a TSMC .13
micron library. The first two rows of Table 5 show the area
of the combinational and sequential parts of the Scheduler
before and after inclusion of our parity-based CED scheme.
As shown in this table, the incurred area overhead of the
CED scheme is 32 percent of the area of the Scheduler,
making it an attractive proposition considering that it
covers over 85 percent of the activated faults and with a
detection latency of only a few cycles. While this overhead
figure does not include any additional area needed for
signal routing, we point out that the corresponding
effectiveness also does not include faults in other modules
that are detected as an ancillary benefit of the proposed
CED scheme.

Masking due to parity: The final set of results assess the
limitations of using parity for invariances #2, #3, and #4, as
opposed to comparison of the entire fields (we remind that
invariance 1 is based on the entire ROBid field). Specifically,
Table 6 reports the number of faults that would be detected
by comparing the entire fields but are not detected by
comparing the parity in each of these three invariances, as
well as the overall coverage loss due to masking. As may be
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TABLE 4
Detection Latency of Proposed CED Scheme

TABLE 5
Area Overhead Incurred by Proposed CED Scheme

TABLE 6
Impact on Coverage and Detection Latency Due to the Use of Parity (Masking)
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observed, while the coverage of each individual invariance
takes a light hit, the fact that faults may be detected by more
than one invariance compensates for this effect, resulting in
only a small 0.77 percent loss in bzip2, a negligible
0.03 percent loss in vortex and no coverage loss in the
remaining four benchmarks. Moreover, as may be observed
in the last two columns of Table 6, the impact on average
detection latency and early detection is also negligible. Also,
as indicated in the third row of Table 5, the area overhead
would 2.37 times higher if the CED scheme compares the
entire fields instead of the parity (75.8 percent as opposed to
32 percent). These observations reveal that parity is a cost-
effective option.

8 CONCLUSION

Modern microprocessors exhibit a high degree of applica-
tion-level error masking, which prevents a significant
percentage of faults occurring in the field of operation from
corrupting their architectural state. The conjecture sup-
ported by the work presented herein is that one may leverage
this asymmetric criticality of faults in order to develop cost-
effective CED methods. Indeed, a careful analysis of the
impact of such faults on typical microprocessor workload
provides the basis for identifying the most vulnerable
functionality of the microprocessor and pinpoints the areas
where CED resources should be expended. To demonstrate
this principle, we investigated the prevalent instruction-
level errors that are caused by faults in the Scheduler of the
IVM microprocessor and we developed a number of
invariances which monitor the most important aspects of
instruction execution. Thereby, we constructed a CED
scheme which only takes up 32 percent of the Scheduler
area and which is capable of detecting over 85 percent of the
Scheduler faults that affect the architectural state of the
processor while the latter is executing SPEC2000 bench-
marks. Combined with the observation that most faults are
detected prior to corrupting the architectural state, and that
the few that do corrupt the architectural state are detected
within a few clock cycles, the above result makes this
workload-cognizant CED method a competitive proposition.
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