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Abstract—Emerging nonvolatile memory devices such as phase
change memories and memristors are replacing SRAM and
DRAM. However, nonvolatile main memories (NVMM) are sus-
ceptible to probing attacks even when powered down. This way,
they may compromise sensitive data such as passwords and
keys that reside in the NVMM. To eliminate this vulnerability,
we propose sneak-path encryption (SPE), a hardware intrin-
sic encryption technique for memristor-based NVMMs. SPE is
instruction set architecture independent and has minimal impact
on performance. SPE exploits the physical parameters, such as
sneak-paths in crossbar memories, to encrypt the data stored
in a memristor-based NVMM. SPE is resilient to a number of
attacks that may be performed on NVMMs. We use a cycle accu-
rate simulator to evaluate the performance impact of SPE-based
NVMM and compare against other security techniques. SPE can
secure an NVMM with a ∼1.3% performance overhead.

Index Terms—Encryption, hardware security, memory secu-
rity, memristor, RRAM.

I. INTRODUCTION

ACCORDING to the International Technology Roadmap
for Semiconductors, emerging nonvolatile memories,

such as phase change memories (PCM) [1] and metal-
oxide memristors [2] are candidates for next-generation high-
performance and high-density storage due to their non-
volatility, low-power consumption, and support for multilevel
cells (MLC), where multiple bits can be stored in a single
cell [1]. Nonvolatile main memories (NVMM) built using
PCM and memristor devices are ready replacements for flash
memory, and are promising replacements for SRAM cache and
DRAM main memory [3].

NVMMs provide high density due to their small cell size
and their MLC capabilities. NVMMs are energy efficient, tol-
erant to power failure, and provide “instant-on” (the ability to
suspend system operation when powered down and to resume
the previous state on power-up). However, using NVMMs
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introduces security vulnerabilities. Sensitive data written to
NVMM persists even when the system is powered down and
an attacker with physical access to the system can probe the
NVMM and extract valuable information.

We focus on memristor-based NVMM. For the sake of
simplicity, in the following sections, we use NVMM to specif-
ically refer to memristor-based NVMM. We designed a secure
NVMM (SNVMM) that can protect against an attacker with
physical access to the NVMM. The design of such a SNVMM
has the following five main goals.

1) Preserve the instant-on benefit of NVMM.
2) Always keep data encrypted.
3) Have minimal impact on performance and area.
4) Be instruction set architecture (ISA) independent

(i.e., work with any ISA such as X86, ARM, SPARC,
and MIPS).

5) Do not modify main memory and processor.

A. Contributions

We propose sneak-path encryption (SPE) to secure a
NVMM. SPE is a hardware intrinsic encryption algorithm
designed for NVMMs that use MLC. SPE does not modify the
processor architecture and is ISA-independent. SPE is orches-
trated by an SPE control unit (SPECU) that resides between
the NVMM and cache. SPE exploits sneak-paths (unintended
and undesirable electrical paths within a circuit) inherent in
a memory and physical parameters of the memory to encrypt
the data stored in the NVMM. Data encrypted on one NVMM
can only be decrypted on that NVMM. Copying the encrypted
data from one NVMM to another and decrypting does not yield
the original data. SPE has a low latency (∼97.5% less than
block ciphers, but higher than stream ciphers) and small area
overhead (less than both block and stream ciphers).

This paper is organized as follows. Section II describes prior
studies in memory security. Section III-A describes the threat
model. Section III-B introduces our proposed SNVMM archi-
tecture. SPE technique is presented in Section IV. The integer
linear programming (ILP) technique used in SPE is detailed in
Section V. The developed SNVMM architecture is analyzed
for resilience in Section VI. Section VII evaluates the perfor-
mance and area overhead of SNVMM. Section VIII provides
a brief discussion of issues relating to SPE such as encryp-
tion latency and time to solve the ILP. It also describes the
process to port SPE to memory technologies other than mem-
ristors. Section IX concludes this paper and discusses future
directions.
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II. RELATED WORK

One concern in NVMM security is that an attacker
can exploit the limited write endurance to run an applica-
tion that damages the memory through repeated writes [4].
Qureshi et al. [4] proposes a randomized start-gap wear lev-
eling algorithm, which moves a line in the physical memory
to a new location before it reaches its endurance limit.

Another security vulnerability is data persisting in plain-
text (PT) form in the NVMM after the system is powered off.
To deal with this vulnerability, a number of main memory
encryption techniques have been proposed [5]. These tech-
niques prevent data leakage by using a cryptographic engine
embedded in the processor and modifying the processor ISA.
Such techniques address the security vulnerability that this
paper targets. In practice, self-contained solutions where secu-
rity techniques are independent of processor’s platforms and
ISA are preferable [6].

References [6]–[9] propose self-contained techniques to
SNVMMs. References [7] and [8] secure an NVMM using
stream ciphers. Stream ciphers use a pseudorandom key
to encrypt/decrypt data. They provide low latency encryp-
tion but require registers to store the pseudorandom key
(∼6.18 mm2 in [6]). Stream ciphers are vulnerable to cor-
relation attacks and distinguishing attacks and they are not
considered as secure as block ciphers [10]. Zhang et al. [9]
minimizes performance impact by parallelizing a PAD-XOR-
based encryption method with a memory read. However,
similar to stream ciphers, this scheme requires a large area
overhead (0.9 − 84.5 mm2 in [9]).

Although, block ciphers may be used for NVMM
encryption, they have high performance overhead that
further exacerbates the processor-memory bottleneck [6].
Chhabra and Solihin [6] propose i-NVMM, a block cipher-
based encryption approach for NVMM. To reduce perfor-
mance overhead associated with block ciphers, i-NVMM only
encrypts inert pages (memory pages that, based on previous
access patterns, are not likely to be reused in the near fea-
ture). Remaining pages are encrypted before system power
down. In practice, workloads that are memory-intensive and
access a large subset of their memory pages have few inert
pages. Therefore, memory pages for these workloads will not
be encrypted until after power down, leaving a large window
of opportunity (14.6 s [6]) for the attacker to steal the data
after power down.

III. SNVMM

A. Threat Model

We focus on three attacks that are specific to NVMM in
this paper.

1) Attack 1: The attacker has physical access to the NVMM
either during system operation or after power down. He can
steal the NVMM to leak sensitive data using a brute force
attack or a known-PT attack [11].

2) Attack 2: The attacker has access to the NVMM and
the system. He can read from and write to the NVMM and
determine any secret keys used to secure the NVMM using a
chosen-PT [11] or an insertion attack [11].

3) Attack 3: The attacker has access to the NVMM during
power down. During power down, there is a delay between
the initiation of power down and the time when all data on
the NVMM is encrypted. The attacker exploits this delay and
leaks data from the NVMM [12].

4) Other Attacks (Not Targeted): NVMMs have limited
write endurance. An attacker may “age” the memory by writ-
ing specific data patterns to the NVMM to accelerate aging
and damage the memory. Studies have explored this attack
and developed techniques to defend against such attacks [4].
Denial of service attacks corrupt the stored data, or force
the system into an unstable state. Data may also be cor-
rupted by environmental effects such as heat and gamma rays.
Environmental effects can be mitigated by error-correction
codes and/or physical shielding [8]. NVMMs are also sus-
ceptible to permanent damage by application of force. This
can only be prevented by increased physical security.

B. SNVMM High-Level View

Fig. 1 shows the modification necessary to a memory read
and write operation using a write-through cache with no-write
allocation [13]. The gray blocks show the modifications to the
typical cache read/write policy.

1) Read Operation: Data is read from NVMM on a cache
miss. When data is requested from the NVMM, first, the
required data block is located in the main memory. The
required data blocks is the ciphertext (CT). The data block is
moved to an intermediate memristor memory in the SPECU
and sneak path decryption is performed. The PT data is read
out and sent to the corresponding cache block.1

2) Write Operation: During the write operation, with a
write-through cache policy, the PT is written to the cache and
then to the intermediate memory. The data block is encrypted
using SPE and then moved to the NVMM.

The architecture required to enable the proposed SPE and
decryption process is shown in the following section.

C. SNVMM Architecture

Fig. 2(a) shows the SNVMM architecture with a typi-
cal two-level memory architecture. The processor and cache
only operate on the unencrypted (PT) data. The SPECU is
inserted between the NVMM and the L2 cache providing ISA-
independent memory encryption. SPECU protects the NVMM
by storing data in the NVMM in encrypted form (CT).

D. SPECU

A SPECU, shown in Fig. 2(b), uses SPE to encrypt data
stored in NVMM. The SPECU consists of a volatile memory
(to store the key), a pseudo-random number generator (PRNG),
and an 8×8 intermediate memory (memristor-based crossbar)
performs encryption/decryption using SPE. SPE uses sneak-
paths in the intermediate memory (described in Section IV).
Sneak-paths may corrupt data during the read/write operation

1In [14], we perform SPE directly on the NVMM without using an inter-
mediate memory. However, as shown in Section VII this results in a larger
performance impact.
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(a) (c)(b)

Fig. 1. Cache read and write policies when using SPE. (a) Cache read. (b) Write back. (c) Write through policy. White blocks represent typical cache
operations, gray blocks represent additional steps performed with SPE.

of the NVMM. They are disabled when reading or writing
to the NVMM. However, sneak-paths are reintroduced during
the encryption and decryption operation. Hence, the NVMM is
modified to introduce sneak-paths only on demand (described
in Section IV-A). The SPECU works as follows.

1) Initialization: We assume that the computer has a
trusted platform module (TPM) to ensure integrity of the
platform [15]. During power-on, the TPM authenticates the
NVMM and sends the key to the SPECU. The SPECU stores
the key in volatile memory (either SRAM or DRAM). Hence,
the key is lost during a power down and does not persist if
the attacker steals the NVMM.

2) Encryption: During a memory write operation, the PT is
first written to the intermediate memory. The PT is encrypted
and then written to the NVMM. Encryption is performed by
enabling sneak-paths. The PRNG generates a pseudorandom
sequence (using the 88-bit key as a seed) that is mapped
to specific voltage pulses and address locations (discussed in
Section V). Each voltage pulse is applied to the corresponding
address locations, in the presence of sneak-paths, encrypting
the PT to generate the CT (details in Section IV). The CT is
then written to the NVMM in the absence of sneak-paths.

3) Decryption: When the processor reads memory from the
NVMM, the data needs to be decrypted. First, the CT is moved
from the NVMM to the intermediate memory in the absence of
sneak-paths. Decryption is performed using sneak-paths. On
completing decryption, sneak-paths are disabled and the PT
is sent to the processor. During decryption, the PRNG gener-
ates a pseudorandom sequence (using the 88-bit key as a seed)
that is mapped to specific voltage pulses and address locations

(determined in Section V). The sequence of address locations
and voltage pulses are reversed and each voltage pulse is
applied to the corresponding address location, decrypting the
CT (details in Section IV).

IV. SPE

We use a metal-oxide memristor-based intermediate cross-
bar to illustrate SPE. SPE can be adapted for use with other
resistive RAM-based memories as well.

Fig. 3(a) shows the encryption/decryption for a 4×4 cross-
bar using a 10-bit key (the size of the key varies with that of the
crossbar as shown in Section IV-D), which is the seed of the
PRNG. The PRNG generates a sequence of four 10-bit num-
bers. The first 5-bits are mapped to a pulse width and voltage
and the last 5-bits are mapped to an address in the inter-
mediate memory. A voltage pulse is applied at each address
location, and sneak-paths are enabled to encrypt the surround-
ing memory cells as well. The addressed cell is the point of
encryption (PoE). The group of cells that experience resistance
change by applying a voltage pulse at the PoE, with sneak-
paths enabled, is called a polyomino.2 To encrypt the PT,
we use four voltage pulse-PoE pairs generated by the PRNG
and look-up table. The set of PoEs (determined using ILP
described in Section V) ensures that all memory cells are
encrypted.

Fig. 3(a) shows the decryption operation of a 4 × 4 cross-
bar. The sequence in which the polyominos are decrypted is

2A polyomino is any plane geometric figure formed by joining one or more
equal squares edge-to-edge.
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(b)

(a)

Fig. 2. (a) Proposed architecture of a SNVMM. (b) SPECU architecture
for SPE.

extremely important for proper decryption. In Fig. 3(b), we
decrypt the CT using the same PoEs, but in an order differ-
ent from encryption. Although the PoE locations used are the
same as encryption, the shape of the polyomino will be differ-
ent and depend on the data stored in the crossbar. Every time
a voltage is applied at a PoE, the resistance of every memory
cell within the polyomino changes. This in turn changes the
shape of polyomino of the next PoE.

To study the effect of parametric variations on the encryp-
tion operation, we use a Monte Carlo analysis. We vary the
wire resistance by ±5% and see that there is no change
in the shape of the polyomino. Macro level changes to the
device/crossbar parameters change the shape of the polyomino
showing significant effect in the encryption.

A. Intermediate Memory

The intermediate memory is a metal-oxide memristor-based
crossbar [16]. Each memristor cell is used as a four-level

(b)

(a)

Fig. 3. (a) Encryption/decryption in a 4 × 4 crossbar. (Red: PoE, Gray:
polyomino, Green: encrypted cells). (b) Attempted decryption using improper
sequence of PoEs.

(a) (b)

Fig. 4. (a) 2×2 1T1M crossbar. Iprimary flows through the addressed memory
cell (M12). Only transistors on the addressed row are turned on. (b) Sneak-
paths in a 2 × 2 1T1M crossbar. Sneak-paths are introduced by turning on all
transistors. A sneak-path current (Isneak) flows through M11, M21, and M22,
corrupting the output current (Ioutput).

MLC (MLC-2) that stores two bits in a single cell. As shown
in Fig. 4(a), there is a metal-oxide memristor in series with
a transistor at the intersection of each pair of perpendicular
wires (1T1M crossbar). In a 1T1M crossbar, the gates of all
transistors in the same row are connected. When a memristor
is addressed, all transistors on the addressed row are turned
ON, allowing current to flow only through memristors in that
row eliminating sneak-paths.

SPE relies on the existence of sneak-paths. As shown in
Fig. 4(b), we modify the peripheral circuitry of the cross-
bar circuit to control sneak-path, specifically by turning on
all transistors during encryption/decryption.

The memristor model used in our SPICE simulations is
based on the nonlinear ionic drift model [17]. This model
assumes asymmetric switching behavior and has been exten-
sively used in the simulating memristors and memristor cross-
bars [17]. The nonlinear I-V characteristics of this model make
it desirable for simulating memory and logic gates. The I-V
relationship is given by

i(t) = αnβ sinh(δv(t)) + χ
[
eγ v(t) − 1

]

Window function: f (w) = 1 −
(

2w

D
− 1

)2p

(1)
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TABLE I
FITTING PARAMETERS AND CONSTANTS USED

IN MODELING MEMRISTOR [17]

Fig. 5. Resistance distribution in a four-level (MLC-2) memristor cell. The
gray regions are undefined regions. Memristors that have a resistance that lies
in the undefined region may be erroneously read by the sense amplifier.

where β, γ , δ, and χ are experimental fitting parameters and
n is a parameter that determines the influence of the state
variable α on the current. The fitting parameters used in our
model is presented in Table I.

As shown in Fig. 5, one can use intermediate resistance
states of the memristor to represent multiple memory levels
thereby enabling each memristor cell to store multiple bits of
data.

B. Encryption

Applying a voltage pulse to an addressed memory cell, in
the presence of sneak-paths, results in a voltage difference
across adjacent cells. Thereby, their resistance changes. In
Fig. 6, applying 1 V to the PoE shown in red, results in a
voltage difference across some adjacent cells. Cells with a
voltage less than the transistor threshold voltage (Vt) are not
affected. The cells affected are unique to each PoE and are
determined by the physical parameters of the crossbar and the
data stored in each cell.

Applying a voltage at the PoE changes the resistance of
the cells in the polyomino. Different PoEs with overlapping
polyominos can be used to encrypt the entire memory. The
user key includes the voltages applied at each PoE and the
order in which they are applied.

Although SPE applies multiple pulses across each memris-
tor, it has a negligible effect on the endurance of the memory
cells since the resistance change is small compared to typical
write operations [18].

C. Decryption

To decrypt the CT, an opposite pulse of equivalent mag-
nitude must be applied at each PoE in the reverse order.

Fig. 6. Voltages across the polyomino (gray) memory cells when a 1 V
pulse applied at PoE (red). Memory cells with a voltage < Vt (white) are not
affected.

Fig. 7. Encryption pulse width and corresponding decryption pulse width
assuming voltage of +1 V and −1 V.

Fig. 8. Decryption of a memristor cell. Decryption pulse has a different
pulse width compared to the encryption pulse due to the nonlinear memristor
characteristics.

Memristors display hysteresis and a different pulse width is
required during encryption and decryption. Fig. 7 shows the
encryption pulse width and the corresponding pulse width
required for decryption. For example, Fig. 8 shows the
encryption and decryption process of a single memristor. The
memristor first stores a logic 10 (PT). An encryption pulse of
1 V with a width of 0.071 μs is used to encrypt the mem-
ristor, increasing its resistance to 172 k� (logic 00). Due
to the hysteretic nature of the memristor, the pulse width
required to decrypt the memristor is of a different width. In
Fig. 8, a −1V pulse that is 0.015 μs is required to properly
decrypt the CT.

Decryption of memory cells that are encrypted using sneak-
paths is slightly more complicated. The voltage across the
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Fig. 9. (a) Encryption and decryption of addressed memory cell (Mi,j). (b) Encryption and decryption adjacent memory cell (Mi+1,j). Resistance after
decryption is not necessarily same as resistance before encryption. The resistance bands for each logic level is determined based on worst case change in
decrypted resistance.

cell during decryption will not necessarily be the same as the
voltage applied during decryption. Let us assume that a mem-
ory cell Mi,j at row i and column j is the PoE. The adjacent
memory cell Mi+1,j lies in the polyomino. Fig. 9 shows the
encryption and decryption of both Mi,j and Mi+1,j. As we can
see in Fig. 9(a), Mi,j has a PT of logic 3 and Mi+1,j has a PT
of logic 2. Mi,j is encrypted using a 1 V voltage pulse. Due
to sneak-paths, a resultant voltage of 0.77 V is applied across
Mi+1,j encrypting it. The pulse width of the decrypting pulse is
determined based on the graphs in Fig. 7 (+1 V encryption).
This pulse decrypts Mi,j to the original PT resistance. However,
Mi,j has a voltage −0.63 V across it during decryption. This
voltage is sufficient to return the resistance to the PT logic
level (logic 2) but does not return to the PT resistance level.
The net change in resistance due to encryption and decryption
is represented by �R.

In order to ensure proper decryption, we assume that the ini-
tial resistance of a memristor is at the center of the resistance
band of any logic level. This can be achieved by iterative read
and write mechanisms such as a read-monitored write [19].
Hence, for proper decryption, the maximum allowable �R
should be less than half the resistance band of the logic level.
The worst case scenario occurs when the PoE is a low resis-
tance state (logic 3) and all other memory cells are at a
high resistance state (logic 0). Performing encryption followed
by decryption in this scenario gives us a maximum �R of
23 k�. Hence, the minimum resistance band for each logic
level should be at least 46 k�. This is a necessary operation
in order to correctly perform decryption. The resistance band
in our memristor model is 50 k�.

D. Secret Key

The secret key of SPE is used to determine: 1) order of PoEs
and 2) voltage applied at each PoE. The order of the PoEs and
voltages are determined by a PRNG using the key as a seed

value. The PRNG is seeded at the beginning of each encryp-
tion/decryption operation to ensure that the same sequence
is generated every time. In Section VII, we show that for a
8 × 8 crossbar we require 16 PoEs to secure the PT stored in
the intermediate crossbar. Hence, the permutation of any P16

64
cells can be represented by 44-bits. A typical memristor-based
crossbar memory uses several different pulse widths to pro-
gram the memory cells. We use the same pulse width generator
to perform SPE. We assume that the pulse width generator is
capable of producing 32 distinct pulse widths of either +1 V
or -1 V. The sequence of 16 voltage/pulse width combinations
can be generated by a PRNG with a 44-bit key. Hence, the
minimum key size for a 8×8 crossbar is 88-bits. Each element
of the generated sequence consists of 44-bits to represent the
PoE location and 44-bits to represent the voltage. A secure
PRNG with an increased key size [20] may be used to further
improve security.

E. Analytical Model for SPE/Decryption

We address the memory cell located in mth row and nth
column of each crossbar with location i = (m − 1)N + n,
where M and N are the number of rows and columns in the
crossbar, respectively. Voltages are applied at P polyominos to
encrypt the memory. We use an array A of binary variables,
where Ai,j = 1 if and only if polyomino j affects cell i. Ri

and R+
i represent the resistance of the cell before and after

encryption, respectively

R+
i = Ri +

P∑
j=1

(
Ai,j.V

∗
i,j/I∗

i,j

)
. (2)

V∗
i,j and I∗

i,j are the voltage and current across memory cell
i when a voltage is applied across PoE j. V∗

i,j and I∗
i,j depend

on the physical parameters of the crossbar, PoE locations, and
the Ri of surrounding memory cells.
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Consider a crossbar model to evaluate SPE. We assume that
there is no wire resistance, coupling effects, and effect from
parametric variations. Assume that the voltage at each row
is given by V1, V2, ..., VM and the voltage at each column is
given by V

′
1, V

′
2, ..., V

′
M . The voltage across any memristor can

be evaluated using

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

N∑
a=1

1
R(1,a)

· · · 0 −1
R(1,1)

· · · −1
R(1,N)

.

.

.
. . .

.

.

.
.
.
.

. . .
.
.
.

0 · · ·
N∑

a=1

1
R(M,a)

−1
R(M,1)

· · · −1
R(M,N)

−1
R(1,1)

· · · −1
R(M,1)

M∑
a=1

1
R(a,1)

· · · 0

.

.

.
. . .

.

.

.
.
.
.

. . .
.
.
.

−1
R(1,N)

· · · −1
R(M,N)

0 · · ·
M∑

a=1

1
R(a,N)

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

V1

V2

.

.

.

VM

V
′
1

V
′
2
.
.
.

V
′
N

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

=

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0
0
0
0
0
0
0
0

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (3)

When a voltage Vk−V
′
l is applied across the (k, l)th memory

element, the voltage across any other memory element (m, n)

is (Vm − V
′
n). Solving (3), we get

(
Vm − V

′
n

)
= R(m,n)

⎡
⎣

n∑
p=1

M∑
q=m

f ((m, q), (p, n))

⎤
⎦

−1

.
(
Vk − V

′
l

)

(4)

where

f ((m, q), (p, n)) = [
R(m,q) + R(p,n)

]

+
p∑

a=m+1

n−1∑
b=q

1

f ((a, q), (b, j))
.

V. DETERMINING POE LOCATION

To determine the set of PoEs used in SPE we use ILP. We
formulate our problem as an ILP and leverage ILP solvers
such as the FICO optimization suite [21] to solve the problem
optimally. In order to generate a set of PoE that can be used
to encrypt the entire memory, there are two main criteria.

1) Ensure that every memory cell is covered by at least one
polyomino.

2) Determine the minimum number of PoEs required for
encryption.

Let us assume that the PoE is located in the mth row and
nth column of each crossbar. The PoE address is given by
i = (m−1)N +n, where M and N are the number of rows and
columns in the crossbar, respectively. We use a matrix B of
binary variables to track the PoE locations. A PoE address i is
assigned to polyomino j if and only if Bi,j = 1. In addition, as
mentioned in Section IV, applying a voltage at PoE i affects its
neighboring memory cells. To consider this, we use a matrix A
of binary variables. Ai,j = 1 if and only if polyomino j affects
cell i.

As an example, consider the 8×4 crossbar shown in Fig. 10.
In this figure, the red cells show two POEs. The yellow cells
shown the polyomino with PoE P1 and the gray cells show
the polyomino with PoE P2. For this example, the elements

Fig. 10. Encryption of 8 × 4 crossbar. Red cells (P1, P2) are two dif-
ferent PoEs. Yellow cells are memory cells in polyomino P1. Gray squares
are memory cells covered by polyomino P2. Numbers shown are the cell
addresses (i).

of matrices A and B are as below

Bi,1 =
{

1 if i ∈ 18;
0 otherwise

Bi,2 =
{

1 if i ∈ 15;
0 otherwise

Ai,1 =
{

1 if i ∈ 2, 6, 10, 14, 17, 18, 19, 22, 26, 30;
0 otherwise

Ai,2 =
{

1 if i ∈ 3, 7, 11, 14, 15, 16, 19, 23, 27, 31;
0 otherwise.

The goal of our model is to minimize the number of
PoEs (P) used to encrypt the NVMM. Hence, the objective
function is given by

Objective function = min(P). (5)

The following equations provide the constraints to the ILP
when determining the locations of the PoEs:

∀ 1 ≤ j ≤ P :
MN∑
i=1

Bi,j = 1 (6)

∀ 1 ≤ i ≤ MN :
P∑

j=1

Bi,j ≤ 1. (7)

Equation (6) dictates that each polyomino has one PoE.
Equation (7) dictates that each memory cell can be used as
a PoE at most once.

Each memory cell should be covered by at least one poly-
omino. However, a large number of overlapping polyominos
could results in improper decryption (Section IV). Based on
our memristor and crossbar models, we determine that each
memory cell should be covered by at most two polyominos.
This constraint is given by

∀ 1 ≤ i ≤ MN : 1 ≤
P∑

j=1

Ai,j ≤ 2. (8)

Equation (8) implies that each memory cell is affected
by either one or two PoEs. In practice, it is preferred
that each cell is covered by two or more polyominos to
improve security (Section VI). However, this increases the
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Fig. 11. Several possible PoE locations identified by the ILP on a 8 × 4
crossbar using the polyomino shown in Fig. 6. Each of these solutions cover
all memory cells in the crossbar.

encryption/decryption latency. The trade-off between security
and encryption/decryption latency is shown by

MN∑
i=1

P∑
j=1

Ai,j > MN + S (9)

where S (0 ≤ S ≤ (MN − 1)) is a tuning variable that allows
us to trade-off between the number of PoE used in encryption
and the number of memory cells covered by multiple poly-
ominos. This provides a security-latency trade-off described in
Section VI-A. The polyomino shown in Fig. 6 represents the
smallest possible polyomino shape (determined using SPICE
simulations of the crossbar). The following equation models
the polyomino shown in Fig. 6:

Ai,j = Bi+1,j + Bi−1,j +
4∑

k=−4

Bi−Nk,j (10)

where i − Nk denotes the memory locations that reside in the
same column but in ±4 rows from cell i. i+1 and i−1 represent
the memory locations to the left and right of the PoE. Note that
this equation should be customized for boundary cells based
on the cell location. For example, in the 8×4 crossbar shown
in Fig. 10, for a PoE at address i = 20, (10) should be revised
as A20,j = B19,j + ∑4

k=−4 B20−Nk,j

The ILP model has several nonunique solutions. Fig. 11
shows four possible PoE locations suggested by our ILP model
for an 8 × 4 crossbar. Any one of these four solutions can
be used to encrypt/decrypt the data stored in this crossbar.
The multiplicity of solutions is an advantage for SPE, as an
attacker with access to the ILP cannot exactly determine the
PoE locations used during encryption (Section VI).

VI. SECURITY ANALYSIS

We analyze the security strength of SPE against attacks
described in Section III-A. We model an 8 × 8 1T1M cross-
bar using HSPICE. Memristors are modeled using the TEAM
model [22] in MATLAB and integrated with HSPICE. We use
FICO ILP solver [21] to determine the PoE locations.

A. Randomness Tests

To study the randomness of SPE, nine sets of data were col-
lected and analyzed using the NIST randomness test suite [23].

For all tests, 150 binary sequences (120 kB per sequence) were
analyzed.

1) Key Avalanche: Avalanche effect measures the sensitivity
of SPE to changes in input parameters (i.e., the key or PT).
In key avalanche effect, the randomness is determined by a
three-step process.

a) Given an 88-bit random key and an all-zero PT, the CT
is determined.

b) With a fixed PT, the key is perturbed by flipping the ith
bit, where 1 ≤ i ≤ 88.

c) The CTs from the previous two steps are XORed to
generate the data set.

2) PT Avalanche
a) Given an 88-bit random PT and an all-zero key, the CT

is determined.
b) With a fixed key, the PT is perturbed by flipping the ith

bit, where 1 ≤ i ≤ 128.
c) The CTs from the previous two steps are XORed to

generate the data set.
3) Hardware Avalanche: We consider another type of

avalanche effect that is unique to SPE. We use an all-zero
PT and an all-zero key. We then perturb the physical param-
eters (wire resistance, resistance range of memristor, etc.) of
the crossbar beyond the parametric variations and study the
effect on the CT. The physical parameters are perturbed from
5% to 10% in steps of 0.5%.

4) PT/CT Correlation: To study the correlation of PT/CT
pairs, n PTs are encrypted using SPE. Given a random 88-bit
key and n random PT blocks, a binary sequence is constructed
by concatenating the results of applying the XOR operator on
the PT and its corresponding CT.

5) Random PT/Key: To examine the randomness of CT
(based on random PT and random 88-bit keys), a data set
is constructed as a result of the concatenation of n CT blocks
using n random PTs and a random 88-bit key.

6) Low Density PT: Two data sets are created based on
low-density blocks used as PT. Each data set consists of n
CT blocks. These CT blocks are formed from one all-zero
PT block, n PT blocks of a single one and 127 zeroes, and
8001 PT blocks of two ones and 126 zeroes.

7) Low Density Key: Two data sets are created based on low-
density blocks used as an 88-bit key. Each data set consists of
n CT blocks. These CT blocks are formed from one all-zero
key, 88 keys of a single one and 7 zeroes, and 3828 keys of
two ones and 86 zeroes.

8) High Density PT: Two data sets are created based on
high-density blocks used as PT. Each data set consists of n
CT blocks computed using SPE. These CT blocks are formed
from one all-one PT block, 128 PT blocks of a, and 8 128 PT
blocks of two zeroes and 126 ones.

9) High Density Key: Two data sets are created based on
high-density blocks used as PT. Each data set consists of n
CT blocks computed using SPE. These CT blocks are formed
from an all-one key, eight key blocks of a single zero and
7 ones, and 28 key blocks of two zeroes and 6 ones.

Table II shows the number of sequences that fails each NIST
test [23]. With a significance level of 0.01, not more than five
sequences are allowed to fail a test. SPE passes all NIST tests.

Authorized licensed use limited to: University of Maryland Baltimore Cty. Downloaded on September 30,2020 at 18:43:05 UTC from IEEE Xplore.  Restrictions apply. 



10 IEEE TRANSACTIONS ON COMPUTER-AIDED DESIGN OF INTEGRATED CIRCUITS AND SYSTEMS, VOL. 34, NO. 1, JANUARY 2015

Fig. 12. Correlation of PT and CT versus the number of PoEs used in encryp-
tion increases. A correlation of 1 denotes that the PT and CT are strongly
correlated and vulnerable to attacks. A correlation < 0.01 shows that there is
no correlation [23].

TABLE II
NUMBER OF FAILED SEQUENCES (OUT OF 150) FOR EACH NIST

RANDOMNESS TEST [23] APPLIED TO EACH DATA SET

However, it needs to be noted that the randomness of SPE is
dependent on the number of PoEs. Initial tests using SPE with
fewer than 16 PoEs (for a 8 × 8 crossbar) fail a large number
of tests. Randomness increases with a larger number of over-
lapping polyominos (S in 9 can be tuned to produce several
results with a varying number of PoEs). Fig. 12 shows that
the average correlation between PT and CT decreases as the
number of number of PoE used in SPE increases. A corre-
lation coefficient < 0.01 shows sufficient randomness of the
SPE [23].

B. Defending Against Attack 1

The attacker steals the NVMM either during system opera-
tion or after power down. The key, which is stored in a volatile
memory, is lost. Data may only be leaked using a brute force
attack.

1) CT-Only/Brute Force Attack: SPE encrypts 64 bytes of
data (cache block size) at a time. Four 8 × 8 crossbars are
used to store 64-bytes of data. Using our ILP model, an 8 × 8
crossbar requires 16 PoEs to encrypt the entire memory. In
SPE, the sequence in which voltages are applied to PoEs is
critical for decrypting the data. Using a brute force attack,
we have P64

16 possible PoE sequences. We assume 32 discrete

Fig. 13. Polyomino coverage in an 8 × 8 crossbar for various numbers of
PoEs. Cells covered by a single polyomino (red) create security vulnerabilities.

pulses (16 pulse widths for both ±1 V) that can be applied
at each PoE, resulting in 3216 voltage combinations. Hence,
a brute force attack takes ∼1032 years (100 ns per PoE) to
determine the key. A similar attack on an AES block cipher
takes ∼1038 years.

What if the attacker knows the ILP? Even if the attacker has
access to the ILP, a brute force attack is required since the PoE
sequence is unknown. The attacker has to check 16! × 1616

combinations which takes ∼1019 years.
Data decryption can only be performed on the same

SNVMM it was encrypted. This prevents parallelization of
the brute force attack by creating several copies of the data.
Also, a brute force attack may force the NVMM to reach its
endurance limit [18], destroying the memristors, and any data
stored in them.

2) Known-PT Attack: The attacker knows part of the PT
and the corresponding CT, because of known structures such
as file headers that are encrypted together with the unknown
parts of the PT. Even if the attacker has access to a PT-CT pair
and the PoE addresses, the shape of the polyomino and the
pulse widths of the voltage applied at each PoE is unknown
to the attacker. Based on the initial and final resistances of the
memristors at the PoEs, the attacker can determine the applied
voltage pulses. However, if the memory cell is encrypted by
more than one overlapping polyominos, several possible pulse
combinations (one at each PoE) can be applied to reach the
final resistance.

Fig. 13 shows the correlation between the number of PoEs
and the coverage of cells by polyominos. In this figure, the red
bars show the cells covered by one polyomino and the green
bar shows the cells covered by multiple polyominos. Cells
covered by a single polyomino are vulnerable to a known-
PT attack since the attacker can infer the applied voltage
based on the initial and final resistance of the memristor cell.
Cells covered by several polyominos are secure. The voltage
pulses can not be inferred from the resistance of the mem-
ristors cells since multiple pulse combinations can result in
the same resistance. The pulse generator used in SPE is capa-
ble of generating 32 different pulse widths, and each voltage
pulse is applied across one of 16 different PoEs, which may be
ordered in 16! possible sequences. The degree of complexity
forces the attacker to resort to a brute force attack.

C. Defending Against Attack 2

1) Chosen-PT Attack: The attacker performs a chosen-PT
attack by storing a PT in the NVMM and analyzing the
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corresponding CT. The attacker faces a challenge similar to
a known-PT attack. The overlapping polyominos prevent the
attacker from determining the voltage pulses applied. Even
for an all-zero PT, the CT is sufficiently random (as seen in
Section VI-A).

2) Insertion Attack: In an insertion attack, the attacker
knows a CT-PT pair and has the capability to make the SPECU
encrypt the same PT with the same key again, but with one
bit of the PT (that is known to the attacker) inverted. The
attacker performs a statistical analysis to determine the key.
In Section VI-A, we apply NIST randomness tests [23] to data
collected using PT avalanche and show that no correlation can
be determined for use in an insertion attack.

D. Defending Against Attack 3

1) Cold Boot Attack: During power down, there is a delay
between the initiation of power down and the time when all
data on the NVMM is secured [12]. The attacker may exploit
this delay and leak data from the NVMM before it is com-
pletely secure. DRAM memory retains its data for up to 3.2
s after power down [12]. For an 8 × 8 crossbar SPE uses 16
write operations (one at each PoE) in order to encrypt one
block of data. Each write operation takes around 100 ns and
hence it takes 1600 ns to encrypt 64 bytes of data. On a power
down, all data residing in the cache is written back into the
NVMM and encrypted. It is extremely unlikely that the entire
cache is written back to the memory, but even then it takes
32.7 ms (compared to 3.2 s in DRAM) to encrypt all the
data stored on the 2 MB cache. Thus, the window of opportu-
nity is very small for the attacker to exploit. However, if the
attacker were to instantaneously cut power to the system the
data stored in the intermediate memory may be unencrypted or
partially encrypted and is vulnerable. In this case, the attacker
has access to ¡ 64 bytes (cache block size) of data and the
remaining 99.99% of the data in the NVMM is secure.

VII. EXPERIMENTAL EVALUATION

We evaluated the performance impact of SPE using
Zesto [24], a cycle accurate full-system simulator. We model
a 3.2 GHz, single-threaded, four-issue out-of-order processor
core. The private L1 instruction and data caches are eight-
way set associative, 32 kB in size, and incur an access latency
of four cycles. The shared L2 cache is 16-way set associative,
2 MB in size, and has 16 cycle access latency. All caches have
64-bit line size and use LRU replacement policy. We model
the main memory as a single-rank, 800 MHz, 2 GB with eight
devices (128 MB per device).

We simulate two versions of SPE with different cache write
schemes [shown in Fig. 1(b) and (c)]. Both SPE with write-
back (SPE-wb) and SPE with write-through (SPE-wt) are
simulated. In SPE-wt, each read and write operation between
NVMM and cache is delayed by 16 cycles for the encryp-
tion/decryption. In SPE-wb, the write operation is delayed
by an additional 16 cycles only if the data in the cache is
found to be dirty. We also evaluate the performance of AES
block ciphers (without “least used” encryption [6]). We com-
pare these results to stream ciphers [8], PAD-XOR [9], and

(a)

(b)

Fig. 14. Comparison of SPE to other encryption techniques [6], [8] using
(a) write-back and (b) write-through cache read/write policies.

i-NVMM [6]. We also compare our results to the SPE archi-
tecture proposed in [14]. We use a number of SPEC CPU2006
benchmarks circuits [25]. All benchmarks are executed for 500
million instructions.

A. Performance Overhead

Fig. 14(a) shows the performance overhead of SPE com-
pared to AES and i-NVMM [6] when using cache write-back
policy. Fig. 14(b) shows the performance overhead using cache
write-through. The performance impact of SPE-wb is around
2.1% compared to 1.3% of SPE-wt. i-NVMM has a 0.5%
performance impact (for both write-back and write-through),
however, it uses partial encryption (some parts of the mem-
ory are unencrypted at any given point of time). The bulk
encryption using AES has an overhead of 13% and 14% for a
write-back and write-through cache read/write policy, respec-
tively. The SPE architecture we proposed in [14] performs
SPE directly on the NVMM (i.e., no use of an intermediate
memory). This architecture causes the NVMM to be inac-
cessible during encryption/decryption, resulting in a ∼2.2%
performance impact. Zhang et al. [9] has a low performance
overhead 2% and is comparable to SPE-wb.

B. Partial Encryption

Fig. 15 shows the percentage of the encrypted memory at
any given time. AES always ensures that 100% encryption but
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TABLE III
COMPARISON OF SPE WITH AES BLOCK CIPHERS AND STREAM CIPHERS

Fig. 15. Percentage of data in NVMM that is kept encrypted.

has a performance impact of 14%. i-NVMM leaves 73% of
the NVMM unencrypted. SPE-wt, SPE-wb, and PAD-XOR [9]
ensures that 100% of the NVMM is encrypted at all times.

As shown in Fig. 15, workloads that repeatedly access a sin-
gle memory page such as bzip2 show significant performance
impact in our encryption technique compared to i-NVMM.
This occurs due to the fact that i-NVMM only encrypts pages
that have not been accessed for a fixed duration. However, in
applications that access data from several memory pages, such
as sjeng, SPE is more efficient.

Table III summarizes different encryption techniques. AES
has the largest performance impact of 14% arising from its
large latency. i-NVMM reduces performance impact to 1% by
using a “least used” encryption technique. In i-NVMM, on
average 73% of the data is encrypted during run time making
it vulnerable to Attacks 1 and 3. SPE has an area overhead
of 1.4 mm2. Stream ciphers and PAD-XOR [9] provide a low
latency and high security (100%) encryption but suffers from
an area overhead ∼5×−60× of SPE. Stream ciphers are also
vulnerable to correlation attacks, distinguishing attacks, etc.,
and are not considered as secure as block ciphers [10]. The
SPE architecture we proposed in [14] performs SPE directly on
the NVMM (i.e., no use of an intermediate memory) resulting
in a lower area overhead at the cost of a larger performance
impact.

VIII. DISCUSSION

A. Guard Band for Memristor

There are maximum/minimum limits to the resistance of a
memristor and encryption/decryption at resistances close to
these limits may result in errors. For example, applying a
positive voltage pulse to a memristor that is at maximum resis-
tance shows no change in resistance. This problem can be
circumvented by using a “buffer” region in the memristor.

(a) (b)

Fig. 16. (a) Erroneous decryption due to saturation. (b) Deep state limits
the range of resistances, but allows decryption.

Fig. 17. Change in encryption/decryption latency with crossbar size. We
assume that all cells are a four-level MLC capable of storing two-bits of data.

In Fig. 16(a), the memristor stores a logic 3 with a resistance
Rinit. A positive voltage pulse increases the resistance to Renc.
However, the resistance of the memristor is limited to Rmax
and will be erroneously restored. This effect can be avoided by
introducing “Deep” states to the memory [26]. We reduce the
range of resistance in the memristor that can be used during
normal read/write operations. We introduce a range of resis-
tances close to Rmax and Rmin that act as a buffer region and
allow for proper restoration of resistances during decryption.
Although for larger MLCs (larger number of bits in each cell)
it is more difficult to introduce deep states into the memory
cell, larger MLCs improve the security of SPE at the cost of
more complex peripheral circuitry.

B. Encryption/Decryption Latency

Fig. 17 shows the encryption latency for various crossbar
dimensions using the polyomino shown in Fig. 6. The encryp-
tion/decryption latency is the number of PoEs that is required
to encrypt the data in the crossbar. As shown in Fig. 17, the
encryption latency is directly affected by the crossbar size and
the aspect ratio. We also see that crossbars with more rows
than columns (m > n) have a lower encryption time than
crossbars with the same capacity and (m < n). This is due to
the vertical shape of the polyomino (Fig. 6). The encryption
latency is dependent on the crossbar size and not the capacity
of the crossbar. Hence, increasing the number of logic lev-
els per cell improves latency. Nonvolatile memories such as

Authorized licensed use limited to: University of Maryland Baltimore Cty. Downloaded on September 30,2020 at 18:43:05 UTC from IEEE Xplore.  Restrictions apply. 



KANNAN et al.: SECURITY VULNERABILITIES OF EMERGING NVMM AND COUNTERMEASURES 13

Fig. 18. Time taken to determine PoE locations using the ILP.

TABLE IV
FITTING PARAMETERS AND CONSTANTS USED

IN MODELING PCM [30], [31]

memristors and PCM demonstrate asymmetric read and write.
This means that the read and write processes are different from
each other, in respect of timing, energy consumption, and even
reliability. Designing for the worst case scenario may lead to
reduced performance, power and reliability overhead. Hence,
techniques such as [27] and [28] can be used along with SPE
to maximize performance and reliability.

C. Time to Solve ILP

The ILP was run on a Intel Core i5 CPU at 3.1 GHz,
with 8G RAM using the FICO Xpress optimization suite [21].
Fig. 18 shows the time taken to determine one set of PoEs that
can be used to encrypt/decrypt the crossbar. The time increases
exponentially with the size of the crossbar making it harder
for the attacker to determine the PoEs used during SPE. The
ILP generates a nonunique solution. An attacker who is try-
ing to determine the set of PoEs used during decryption will
have to solve the ILP several times in order to determine all
possible solutions.

D. SPE With PCM

SPE can be used to perform encryption on any emerg-
ing memory technology. In this section, we adapt SPE for
use with PCM [29]. We update out device model with the
sub-threshold conduction and threshold switching PCM model
presented in [30] and [31]. The I-V relationship is shown by

I(t) = 2q
πr2

eff

τ0
NT�z.e

−(Ec−Ef )

kT . sinh

[
q�zV(t)

2kTuAeff

]
(11)

where uAeff is a fitting parameter and q, τ0, T , (EcEf ), �z,
and NT are physical constants. The constants are summarized
in Table IV.

We first determine the size of the smallest possible poly-
omino using our SPICE framework V. The polyomino is
shown in Fig. 19(a). Equation (10) of the ILP is updated
to reflect the new polyomino. On solving the updated ILP
equations, we see that the minimum number of PoE required

(a) (b)

Fig. 19. (a) Smallest polyomino in PCM-based crossbar. Red squares is PoE
and gray squares represent polyomino. (b) Average correlation between PT
and CT as number of PoEs used in encryption increases. A correlation of 1
denotes that the PT and CT are strongly correlated and vulnerable to attacks.
A correlation < 0.01 shows that there is no correlation [23].

Fig. 20. Performance impact of using SPE on a PCM-based crossbar
compared to SPE on a memristor-based crossbar.

to ensure that all memory cells are covered by at least one
polyomino is 11. The number of PoE used during SPE is
determined by studying the correlation between PT and CT
as shown in Section VI-A. Fig. 19(b) shows the correlation
between PT and CT. As we can see, the correlation drops
below 0.01 (threshold for randomness [23]) for 14 PoE. Hence,
14 PoEs are required to satisfy randomness and to provide
sufficient security. Fig. 20 shows the performance impact of
using SPE in a PCM-based crossbar. SPE uses 14 PoEs in
a PCM-based crossbar, compared to 16 in a memristor-based
crossbar, resulting in a lower encryption latency. Hence, when
using a write-through cache, a PCM-based crossbar has a
1.1% performance impact compared to 1.3% when using a
memristor-based crossbar. Similarly, when using a write-back
cache the performance impact is 2% and 2.1% for PCM-based
and memristor-based crossbars, respectively.

E. Memristor Endurance

The limited endurance is a problem with NVMMs. A typi-
cal NVMM cells write endurance is in the range of 106 ∼ 108

depending on the technology used [4], [32]. Hence, exten-
sive research has been performed to minimize wear out and
improve lifetime of NVMMs. There are two techniques that
can be used to improve lifetime of an NVMM.

1) Write Reduction: This method minimizes the number of
updated bits in the NVMM for each write operation.
A method of partial write where only the cache lines
written back from last level cache is shown in [33]. In the
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DCW method [34], data in NVMM is first read out and
compared with new data bit-by-bit. Only the modified
bits are updated in the write operation. These techniques
can effectively enhance the lifetime by up to 85% [34].

2) Wear Leveling: Even with write reduction techniques,
some cells in NVM memory may wear out faster
than the others due to nonuniform write intensity [34].
Wear leveling techniques such as table-based remap-
ping, start-gap, security-refresh, etc., have been pro-
posed [4], [32], [34].

We assume that write reduction and wear leveling tech-
niques are applied to the intermediate nonvolatile memory to
improve its lifetime.

F. Temperature Effects on Memristor

In this paper, we assume that our memristors have the same
characteristics independent of the operating temperature. In
practice memristor characteristics are temperature-dependent
and the switching speed and other physical parameters vary
with temperature [35]. Hence, the temperature during decryp-
tion and encryption needs to be the same. In order to correctly
perform SPE, temperature sensors can be used to ensure that
the memory is within a certain temperature range during
encryption and decryption eliminating the effect of tempera-
ture. Merkel and Kudithipudi [36] propose an architecture that
enables each memristor in the memory die to be used both as
a memory bit and a temperature sensor. We are considering
the effect of temperature on SPE in our future paper.

IX. CONCLUSION

Although NVMM has recently attracted attention, various
security concerns continue to arise over such devices. Sensitive
data written to NVMM persists even when the system is pow-
ered down and can be leaked easily. We have presented SPE
that exploits the physical parameters of the NVMM to secure
the data. Data secured by SPE can only be decrypted on the
same SNVMM used for encryption. SPE also has a low per-
formance and area overhead. However, memristor devices are
affected by real-world conditions such as temperature vari-
ations between encryption and decryption operations. The
simulations provided in this paper serves as a proof of con-
cept for SPE. Further exploration into the stability of SPE is
an interesting direction for future research. Currently, there are
no available models describing the effect of temperature on a
memristor. However, memristors are still an emerging technol-
ogy and such models will become available as the technology
matures.
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