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Abstract
The hardware primitives known as Physically Unclonable Functions (PUFs) generate unique signatures based on uncon-
trollable variations which occur during the manufacturing process of silicon chips. These signatures are in turn used for 
securing Integrated Circuits either as a secret key for cryptographic modules, or as a medium for authenticating devices. 
Naturally being a security primitive, PUFs are the target for attacks as such it is important to mitigate such vulnerabilities. 
This paper in particular investigates PUFs’ vulnerability to power-based modeling attacks. Here, we expand upon our previ-
ous simulation based Cross-PUF attacks by targeting PUFs realized in real-silicon; namely, we consider PUFs deployed in 
Field-Programmable Gate Array (FPGA) fabrics. In Cross-PUF attacks, a model of a reference PUF is used to attack another 
PUF realized from the same HSPICE simulated design or the same bitstream in FPGA. We also investigate the impact of such 
attacks on multi-bit parallel PUFs. The HSPICE simulation results are compared vis-a-vis with the FPGA implementation 
outcome of these attacks confirming the effectiveness of such simulations. Finally we show that a combination of Dual Rail 
logic and Random Initialization logic, named DRILL, can be effectively used to thwart such power-based modeling attacks.

Keywords Physically Unclonable Function · FPGA Implementation · Side-Channel Attack · Cross-PUF Attack · Machine 
Learning · DRILL Countermeasure

1 Introduction

Physically Unclonable Functions (PUFs) are hardware secu-
rity primitives which were first proposed by Pappu et al. [35] 
and expanded to silicon devices by Gassend et al. [14]. PUFs 

are the hardware equivalent to one-way functions whose 
functionality is based on the unpredictable variations occur-
ring in the manufacturing process of the Integrated Circuit 
(IC) in which the PUF is embedded [16]. Unlike their algo-
rithmic-level relatives, PUFs are unique to the circuitry in 
which they are embedded as they owe their uniqueness to 
the physical specifications of the underlying circuit. PUF 
primitives, similar to the software-based one-way func-
tions, are useful for device authentication, as well as gen-
erating keys for cryptographic cores [10]. These primitives 
impose a much lower resource overhead compared to the 
cryptographic alternatives when used for device authentica-
tion [16]. A PUF is fed with an input word so-called chal-
lenge, and produces a unique response per challenge where 
these pairings are known as Challenge-Response Pairs 
(CRPs). The cardinality of the set including the CRPs are 
different for different PUF types. The PUFs with a small set 
of CRPs are known as weak PUFs whereas the ones with an 
exponential set of CRPs are called strong PUFs [16]. The 
security of PUFs has been formalized normatively in ISO/
IEC 20897 [17].

PUFs are considered to be useful for security purposes 
and therefore have found their way into various different 
applications. On a small scale they have been integrated into 
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RFID tags and smart chips [8, 19], owing to their relatively 
lightweight designs. They are also particularly useful in 
anti-counterfeiting applications by producing unique device 
identifiers [21]. These devices even have found industrial 
applications into more complex systems such as autonomous 
vehicles [18, 26] and cryptocurrency [31].

Owing to their involvement in highly secure applications, 
PUFs are the focus of various attacks. The modeling attack 
characterizes the strong PUF’s input/output relationship to 
predict the PUF response for each challenge, hence focus-
ing on the PUF’s CRPs [37] to model the PUF. This attack 
takes advantage of Machine Learning (ML) algorithms and 
has been proven highly effective in modeling all the arbiter-
PUF’s family, even the most robust ones relying on PUF 
composition like the XOR-PUF, ML-PUF and interpose 
PUF [39, 43]. Meanwhile, the PUFs’ side channels (power 
consumption or measurements of error probability) have also 
received attention in recent years as they have been shown 
to be supporting successfully the modeling attacks [4, 5, 9, 
27, 38].

This paper focuses on the power side-channel based 
attacks in order to directly induce the PUF response from 
the power traces; not by using CRPs for modeling attacks. 
In this paper, we expand our previous work on the possibil-
ity of the Cross-PUF attacks; i.e., the capability of attack-
ing one PUF with a model created from another instance of 
a similar design [22], and show the feasibility of such an 
attack on Field-Programmable Gate Arrays (FPGAs) where 
the same bitstream is used for programming different FPGAs 
of the same type. Indeed, the previous work on Cross-PUF 
attacks pertained to simulated PUF circuitries, and this paper 
launches these attacks on the FPGAs implementations of 
such PUFs. We also investigate how vulnerable the multi-bit 
response parallel PUF implementations realized in FPGA 
are, and how our proposed countermeasure [23], so-called 
DRILL, can resist such attacks in the real-silicon. =

The contributions of this work include:

– Demonstrating the effectiveness of the power-based mod-
eling attacks on the arbiter-PUFs implemented in real 
silicon;

– Successful launching Cross-PUF attacks on arbiter-
PUFs’ FPGA implementations;

– Investigating the vulnerability of multi-bit response par-
allel PUFs to power-based modeling attacks using real-
silicon data;

– Demonstrating the effectiveness of our countermeasure 
(say DRILL) against the aforementioned single-PUF and 
cross-PUF attacks in real silicon.

The rest of this paper is organized as follows. First, relevant 
background is discussed in Sect. 2. This is followed by the 
related work on PUF side-channel attacks in Sect. 3. The 

threat model and attack methodology is discussed in Sect. 4. 
The DRILL countermeasure is discussed in Sect. 5. The 
setup for the experiments is relayed in Sect. 6 before get-
ting into the results of our investigations in Sect. 7. Finally, 
Sect. 8 concludes the paper.

2  Background

2.1  Arbiter‑PUF

The arbiter-PUF generates a random response based on the 
delays of cascading multiplexers. As shown in Fig. 1, the 
delay of two paths is realized through the chain of multi-
plexers (switches) is compared for each given challenge 
via an arbitration unit, mainly implemented using an S-R 
latch. In an arbiter-PUF, each pair of multiplexers are fed 
with a bit of the input challenge to determine whether the 
input is connected straight to the output or swapped. The 
arbiter-PUF is queried with a rising transition, which then 
propagates through the delay chains with an accumulating 
delay related to each of the stages on each path. Depending 
on transitions’ arrival time to the two inputs of the arbiter 
the response would be a ‘0’ or a ‘1’. Indeed the sign of the 
difference in these path delays determines the response, not 
their values per se.

Note that in a circuit with an embedded PUF, once gen-
erated the PUF response must be stored for eventual use. 
This usually takes place in a simple register (namely a 
D-Flip-flop, as shown in Fig. 1). As we will show, these 
system components induce large leakages which can ulti-
mately reveal the response of the PUF through side-channel 
analyses.

Arbiter-PUFs are mostly implemented in single-bit ver-
sions mainly to avoid high power consumption in time. How-
ever, such implementations suffer from low throughput as 
they only produce a single bit response at a time, and also 
they are more vulnerable to power-based modeling attacks. 
To alleviate such shortcomings, multi-bit response parallel 
bits are used in real circuits; albeit with a few parallel PUFs 
as parallelization does not come without a cost, and increases 

Fig. 1  Structure of an arbiter-PUF [14]. This includes both the PUF 
Structural Components as well as the Systems Components
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the amount of power and area the PUF instance utilizes [16]. 
Thus for the sake of complexness, we consider both single- 
and multi-bit response parallel arbiter-PUFs in this study.

2.2  FPGA‑based PUF Implementations

FPGAs are capable of realizing complex digital logic cir-
cuitries through a programmable IC. While there are various 
components on an FPGA, most digital logic is implemented 
through SRAM-Based Look-Up Tables (LUTs) [11]. The 
propagation delays between input and output signals of 
these LUTs contribute to the delay of the whole circuit. As 
expected, these delays also contribute to determining the 
response of delay-based PUFs such as arbiter-PUFs imple-
mented on FPGAs.

The placement of the utilized LUTs (in the underlying 
FPGA) and routing between them also affects the propaga-
tion delays, and in turn the arbiter-PUF response. Thereby, 
implementing arbiter-PUFs in FPGAs needs careful con-
sideration to be able to meet PUF requirements, e.g., ran-
domness, uniformity, uniqueness, and reliability. Indeed, a 
thorough understanding of the LUTs’ structure is required to 
appropriately route the signals [1, 40] in FPGA implementa-
tions of PUFs. It is worth noting that FPGA implementations 
of PUFs have known issues with their uniqueness property; 
by increasing the logic delay from the LUTs these unique-
ness issues can be mitigated [29]. Also through program-
mable delay lines, any issues with the PUFs’ uniformity can 
also be mitigated [30]. A full description of our designs’ 
layout realized in an FPGA is discussed in Sect. 6. A Slice 
for the Xilinx Spartan-6 FPGA is shown in Fig. 2. Note that 
this internal structure consists of two storage components, a 
LUT and some internal multiplexers. There are four internal 
structures in a slice. The connections within this structure 
are unchanged during operations.

The structure of the arbiter-PUF must be carefully placed 
into these structures to ensure that all of the multiplexers 
(switches) and the interconnections within the chain are 
identical. The placement for the switch within the slice is 
shown in Fig. 3.

3  Related Work

The strong PUFs like arbiter PUFs are the targets of power-
ful modeling attacks carried out via their CRPs. The attacker 
gathers a set of CRPs and then uses that set to learn a model 
by means of ML algorithm which can predict the response to 
the previously unseen challenges. Many robust PUFs relying 
on composition of arbiter-PUFs have been devised to resist 
ML attacks. The most recent one is the Interpose PUF [34], 
which was claimed to be resilient to modeling attacks. But 
they do not resist to powerful ML attacks [7, 39, 43].

Moreover, modeling attacks can be supported by moni-
toring side-channel of the PUF during the runtime to infer 
the response when it is operating. For instance [5, 9] exploit 
the reliability of the PUF responses, [38] utilizes power and 
timing to recover the delay model of the PUF.

Our work differs from these researches as we focus 
directly on the PUF digitization and storage component, 
without trying to model the PUF itself, but rather attacking 
any PUF by using the power model of the reference PUF. 
We show that this Cross-PUF attack undermines the security 
of the PUF as a whole and leaves PUFs vulnerable to both 
single-PUF and Cross-PUF attacks.

There is also a lot of research in the realm of protecting 
ICs from side-channel attacks. These researches are mainly 
concerned with voltage regulation of the device and the 
addition of noise to make analysis of the IC more difficult [2, 
20, 32, 44, 45]. However, the protection presented in this 

Fig. 2  Structure of Xilinx 
Virtex-6 Slice. The LUT logic 
structures use shared CLK, CE, 
and SR inputs [41]
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paper is specific to PUFs and differs from these methods as 
the protection proposed here is integrated into the PUF itself 
instead of a full chip implementation providing protection 
for this specific application.

4  Modeling Attacks and Our Threat Model

Being security primitives, PUFs are fruitful targets for the 
adversaries. Attackers mainly gravitate towards attacks that 
are based on intercepting the CRPs of a target PUF to model its 
behavior, and thus predict the response for challenges that have 
not been used previously [36, 37]. Likewise the behavior of the 
PUF can be modeled through the IC’s power side-channel in 
a similar fashion [27, 38]. In both of these cases only a single 
PUF instance is targeted, meaning that the PUF which is mod-
eled is also the PUF that is targeted. This is the fundamental 
difference between the previous research and what is seen in 
the Cross-PUF attack which uses the power consumption of 
one PUF to attack another realized using the same blueprint 
(typically a GDSII file in ASIC and a bitstream in FPGA).

4.1  Threat Model

In this work, we postulate an attacker who has the ability 
to record the power consumption of an IC in operation. 
Moreover, the attacker also has the ability to acquire a chip 
with a reference PUF of the same design as the target PUF. 
The attacker observes the power consumption of the IC that 
includes the reference PUF while in operation, and records 
the power traces with the corresponding responses. These 
pairings are then used to create a model that can be used to 
attack the target PUF. This non-invasive “profiling” attack 
enables the adversary to create a model from the power 
traces of the reference PUF in order to infer the responses 
of the target PUF. Such attacks do defeat the requirement 

about “tamper-resistance” stated in clause 5.5.5 of the Part 
1, entitled “Security requirements”, of the International 
Standard ISO/IEC 20897-1:2020 on PUFs [17].

❶ Self-PUF attacks. When the adversary leverages the 
model to predict responses from unseen challenges on the 
same chip, then the attack is termed “Self-PUF”.
❷ Cross-PUF attacks. When the adversary employs 
the model on different PUF instances, then the attack 
is termed “Cross-PUF”. It is assumed that the attacker 
acquired a valid IC that has passed the testing required 
for regular distribution to the end-user.

It is important to point out that the aforementioned 
Cross-PUF attacks cannot be performed by characteriz-
ing solely the PUF’s CRPs. Contrary to the popular mod-
eling attack, the Cross-PUF has no access to the response. 
It relies on the model of the power consumption of its 
response, not the relation challenge ⇒ Response. Indeed, 
the power consumption of the PUF in operation reveals the 
response due to the underlying similarities in the design 
instances; more specifically those concerned with the reg-
istration of the PUF’s response [22]. Hence, the Cross-
PUF attacks allow the adversary to target all the protected 
arbiter-PUF against modeling attacks. For instance the 
controlled-PUF [13] or the composition of arbiter-PUFs 
like the recent and robust interpose-PUF [34] could be the 
targets of this profiling side-channel attack.

5  Countermeasure

To thwart the Cross-PUF attack we propose the use of 
the DRILL countermeasure  [24, 25]. DRILL incorpo-
rates two primary techniques: Dual Rail Logic (DRL) 

Fig. 3  Placement of a switch 
structure within the LUT com-
ponents of a slice
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and Randomized Initialization Logic (RIL) both of which 
attempt to reduce the SNR (signal-to-noise ratio) of the 
power traces and hamper the attacker’s ability to success-
fully model/attack the PUFs. The DRILL countermeasure 
expands off of the presented arbiter-PUF instance shown 
in Fig. 1 to create the countermeasure shown in Fig. 4.

The DRL portion of the countermeasure adds two Flip-
Flops fed by the arbiter outputs Q and their opposite Q̄ . 
This follows the concept presented in [, § 7.3] where the 
leakage of the Flip-Flop value is mirrored by an equivalent 
Flip-Flop. The leakage present on the Flip-Flop instances 
is due to the capacitive loading of those Flip-Flops there-
fore ideally this loading will be identical. However, such 
equality in power consumption is admittedly hard to 
achieve in practice in real silicon [24, 28].

The RIL portion of the countermeasure adds random-
ness to the setting/resetting mechanism of the Flip-Flops 
storing Q and Q̄ . Indeed increasing the randomization is 
an effective countermeasure as also noted by  [42]. With 
such a random setting mechanism, instead of the Flip-Flop 
only portraying a single transition (from 0 to 1), it displays 
the transition for 1 to 0 as well. As previously stated the 
capacitive loading on the outputs of the Flip-Flops plays 
a large role in the leakage of the response registration. 
Balancing such loading within the FPGA requires careful 
management on placement and routing. In this paper, in 
our FPGA implementation, to ensure equal loading the 
decoy bit was handled as an actual data bit from the PUF 
instance.

6  Experimental Setup

In this work we set up two sets of experiments. One set 
includes our transistor-level simulations and the other set 
is based on a real-silicon implementation on a commercial 
FPGA fabrication.

6.1  Simulation Setup

We used Synopsys HSpice version 2016.06-SP2-2 on a 
64-bit Linux System. The simulations were performed at 
80◦ C and Vdd = 1.1 V. The HSpice Simulated experiments 
were performed for new devices (i.e., no aging). We used 
the open-source NANGATE 45 nm library in our HSpice 
simulations [33]. The simulations were preformed pre-
placement and routing. The process variations were real-
ized in the target circuits using a Gaussian distribution for:

• transistor gate length L: 3� = 10%,
• threshold voltage VTH : 3� = 30% , and
• gate-oxide thickness tOX : 3� = 3%.

In this paper, five instances of unprotected and the DRILL-
protected PUFs were simulated, and their response and 
power traces were extracted for 12,000 challenges. Simi-
larly two instances of unprotected as well as DRILL-
protected Multi-bit Parallel PUFs (more precisely 2-bit 
Parallel PUFs) were simulated. They are fed with 12,000 
challenges; their power traces and responses were col-
lected as well. To make these results closer to a realistic 
scenario Gaussian noise (N) was added to the extracted 
traces (X) as follows:

In these investigations, noise levels of �={2.5e-4, 16e-4, 
32e-4, 64e-4} were added to the simulated traces to provide 
a range of noise levels that were reasonable for real-silicon 
implemented PUFs. The traces include the current drawn 
from the voltage source (Vdd) between the time that the 
transition feeds the PUF and when the response is arbitrated 
and registered in the storage Flip-Flop at a rate of 1 ps.

6.2  FPGA‑based Implementations

We implemented 5 instances of an unprotected PUF and 5 
instances of DRILL-protected PUFs on FPGA along with 
2 instances of unprotected and DRILL protected 2-bit 
Parallel PUFs. The target platform for implementation 
was the Sakura-G FPGA Development board. This board 
is designed to ease side-channel analyses. It contains a 
Xilinx Spartan-6 which was programmed with Xilinx ISE 
14.7. The board is shown in Fig. 6.

The PUFs were implemented using the hard macro func-
tionality available within the FPGA toolset. This allowed 
for the components of the PUF to be specifically placed 
on the device such that the operation of the PUF would be 

Y = X + N where N ∼ N(0, �2).

Fig. 4  DRILL countermeasure: consisting in DRL (highlighted 
in blue) and RIL (highlighted in yellow) implemented on top of an 
standard arbiter-PUF
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consistent between implementations. We added modules for 
providing the challenge to the PUF, triggering the PUF’s 
operation, and sending the resulting response. This is shown 
in the block diagram of Fig. 5. The system operates such that 
the PUF produces the response in a single clock cycle when 
it is triggered.

This development board is specifically designed for per-
forming power-based measurements, and contains circuitry 
to measure the voltage fluctuation of the device while in 
operation. This circuitry provides 20dB of amplification to 
the signal while also filtering out high-frequency noise. We 
did not remove any of the decoupling capacitors and note 
that the balancing of the DRILL countermeasure as well 
as the chip as a whole will have an imbalance based on the 
location of the capacitors as well as the placement of the 
PUF within the device. Figure 7 shows the placement of the 
PUFs within the FPGA. The PUF is implemented as a hard 
macro. This hard macro is placed in different locations in 
each bit file, as shown in the figure, to produce each of the 5 
PUF variants we investigate. To be clear each PUF variant 
has its own bit file.

Power traces from the Sakura board were collected via 
a Teledyne Lecroy Waverunner 8254M Oscilloscope at 
20GS/s. The signals were collected from the rising input 
edge of the PUF until the response registration in the Flip-
Flop, i.e., the same time period as when the simulated traces 
were collected. To mirror the primary and decoy output bits 
for the DRILL countermeasure, only a total of 5% of addi-
tional slices were added to the overall area of the PUF. These 
many slices impose negligible additional overall power 
drawn by the device.

Fig. 5  FPGA PUF Implementation Block Diagram

Fig. 6  Sakura-G FPGA development board [15]

Fig. 7  Placement of the various PUF implementations within the fab-
ric of the Sakura Development Board. The location of PUF-0, PUF-1, 
PUF-2, PUF-3, and PUF-4 are shown in green, orange, red, yellow, 
and purple colors, respectively
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The performance metrics of the implemented PUFs will 
be discussed in the results section (Sect. 7).

6.3  Modeling Details

We used the Support Vector Machine (SVM) 1 algorithms 
to model our simulation-based and FPGA-based PUFs. Due 
to the nature of the PUFs, the Radial Basis Function (RBF) 
kernel is used to transform the input related to a nonlinear 
space. This model was chosen due to its effectiveness in 
modeling PUF behavior. In evaluating the multi-bit PUF 
results, we utilize an “one vs rest” scheme to provide the 
highest accuracy in our results.

6.4  Signal‑to‑Noise Ratio

To evaluate the signals and the PUFs’ susceptibility to attack, 
the SNR is used. As stated in [28, §4.3.2], this is the ratio 
between inter-variance and intra-variance amongst the power 
traces and is frequently used in side-channel analysis [12, 28].

In this work, we compare the SNR of the simulated PUF 
instances to their counterparts implemented within the 
FPGA.

6.5  Modeling Accuracy

The accuracy of the modeling attack, presented in the exper-
imental results, is defined as:

where Ncorr denotes the number of responses predicted cor-
rectly, and Ntotal is for total number of tests.

7  Experimental Results

7.1  PUF Performance Metrics

To ensure that the FPGA implementation of the arbiter-PUF 
presented in Fig. 1 is valid, we assess the implementation based 
on standard PUF metrics. These metrics are Randomness, 
Uniqueness, and Reliability [6]. The results of these metrics 
tests are shared below along with assessments to their meaning.

(1)SNR =
Var(Signal)

Var(Noise)
=

Var([Mean(L0),Mean(L1)])

Mean([Var(L0), Var(L1)])
.

(2)Accuracy =
Ncorr

Ntotal

,

Randomness  Randomness is the ability to predict the 
value before it is generated. The randomness metric is 
defined by NIST standards [3]. The randomness test values 
for all five PUF instances for 100,000 responses are shown 
in Table 1. Notably, the Random Excursion and Random 
Excursion Variants tests optimally require over one million 
input values and therefore are not shown in this table [3]. 
The uniformity is taken into account by the Frequency Ran-
domness test. This table shows that the PUF implementation 
meets the requirements of randomness of a correct imple-
mentation of the PUF.

Uniqueness  Uniqueness is the metric that describes the 
PUF’s unclonability, i.e., whether one PUF is unique from 
another instance. The results of investigating the unique-
ness of the 5 FPGA implemented PUFs with respect to one 
another are shown in Table 2. Here the average percentage 
of similar responses between PUF instances is 51.19% which 
is only 1.19% away from the ideal value 50.00%.

Reliability/Stability  For a PUF to be useful it should 
retain its value for a particular challenge. To assess this 
metric a comprehensive investigation should be made over 
a long period of time (to consider device aging impacts) 
and also at various temperatures. In this investigation, we 

Table 1  NIST Randomness Test Results

Test Passed Percent

Frequency 97%
Frequency Block 100%
Runs 99%
The Longest Run 97%
Binary Matrix Rank 100%
FFT 100%
Non-overlap. Template 97%
Overlapping Template 100%
Universal 100%
Linear Complexity Test 87.5%
Serial 100%
Approx. Entropy 100%
Cumulative Sums 96%

Table 2  The normalized Hamming distance between the response of 
each PUF pairs when fed with the same challenge bits; representing 
the uniqueness of the generated responses

PUF-4 PUF-3 PUF-2 PUF-1

PUF-0 37.13% 39.98% 64.09% 56.86%
PUF-1 46.93% 58.43% 54.25% —–
PUF-2 47.88% 47.46% —– —–
PUF-3 58.87% —– —– —–

1 For the sake of brevity, we omitted the experimental results of 
another two algorithms, namely Decision Tree and Random Forest, 
since SVM provides a higher accuracy than that of those two.
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observe more temporal reliability based on applying a set of 
challenges two times to the device. The percentage of differ-
ences between these two runs is shown in Table 3.

Note that the instances of the parallel PUF are derived 
from these instances therefore their performance metrics 
hold similar results to those shown here.

The takeaway from the metrics assessment is the FPGA 
implementations of the PUF are valid PUF instances for 
practical applications.

7.2  HSPICE Simulated PUF Results

The HSPICE simulated PUF instances were attacked using 
both Self-PUF and Cross-PUF methodologies to determine 
the feasibility of these attacks. Figure 8 depicts the average 
accuracy of the Self-PUF and Cross-PUF attacks for all 5 
PUF instances implemented at the transistor level and simu-
lated using HSpice. It can be observed that the unprotected 
PUF instance displays a high level of accuracy for both the 
Self-PUF and Cross-PUF attacks. Although the modeling 
accuracies start to decline for both types of attacks when � 
= 64e-4, the accuracies are still > 85%. Thus the attack can 
still be considered successful. On the other hand, the results 

confirm that the DRILL does have a large impact in decreas-
ing the accuracy. Indeed at noise levels where � > 16e-4, the 
attack can be deemed ineffective as the accuracy has fallen 
to 60% and below. Note that the situation in which there is 
no noise present in the system is unrealistic. Indeed, there 
is always some algorithmic noise (i.e., noise arising from 
the activity of the surrounding logic gates). For noise with 
� > 2.5e-4 the SNR is low when observing real PUF imple-
mentations as we will discuss in the next section, but it is 
included here to show how well DRILL decreases the SNR.

To have a clear view of the accuracies shown in Fig. 8, 
we further assess the SNR levels of the simulated traces. In 
particular, knowing the SNR of the unprotected simulated 
PUF traces will allow for a comparison between the simula-
tion PUF instances and those implemented on FPGA. The 
SNR values are shared in Table 4. From these SNR values 
it can be seen that the SNR drops significantly if the DRILL 
countermeasure is used i.e., in simulation it achieves the 
goal of lowering the SNR.

7.3  Real‑Silicon Implementation Power Traces

Before reviewing the results of the attack on FPGA imple-
mented PUFs, observations can be made on their collected 
power traces. These power traces are shown in Fig.  9. 
To show the period of time in which the Flip-Flop is 

Table 3  Reliability of 5 PUF 
FPGA instances replayed 
twice for 12,000 responses. 
Percentage shown is the 
difference between the two runs

Percent 
Differ-
ence

PUF-0 0.98%
PUF-1 0.88%
PUF-2 1.58%
PUF-3 0.52%
PUF-4 0.99%

Fig. 8  Self-PUF and Cross-
PUF attack accuracy for 
simulated PUFs showing both 
unprotected and DRILL-pro-
tected PUF instances for various 
levels of noise

Table 4  The maximum SNR for the simulated PUF traces at the vari-
ous noise levels for unprotected and DRILL-protected PUFs

� = 2.5e-4 � = 16e-4 � = 32e-4 � = 64e-4

Unprotected 12.224361 0.299846 0.079410 0.021712
DRILL 0.034492 0.001739 0.000761 0.000970
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operating, the zoomed traces are shown in Fig. 10. Specifi-
cally, Fig. 9(a) (zoomed in Fig. 10(a)) shows the traces for 
an unprotected PUF for which no discernible pattern can be 
made to distinguish the responses of 0 from the response 
that are 1. This is the same for the DRILL-protected traces 
shown in Fig. 9(b) (zoomed in Fig. 10(b)). The absence of 
a pattern within these traces means that the noise levels are 
high enough to hide the phenomenon needed to determine 
the response, necessitating more advanced means to do so.

As the noise plays a factor in obscuring the response, 
it is important to understand the relationship between the 
noise and the ability of distinguishing the response of 
the PUF. We therefore extracted the SNR of those PUFs 
as shown in Table 5 for both unprotected and protected 
instances. As shown in the table, the peak SNR ranges 
from ≈ 0.072 to ≈ 0.282 and although the PUFs exhibit 
similar behavior some PUF’s have higher SNR than oth-
ers. In the simulation, this level of SNR are comparable 

to those with the added noise levels of � = {16e-4, 32e-
4, 64e-4}, hence we will compare the attack accuracies 
of the FPGA implementations with the simulation results 
extracted for the noise levels of � = {16e-4, 32e-4, 64e-4}. 
Another important observation from these results is that 
the implementation of DRILL within the FPGA lowers 
the SNR, as all of the resulting SNR levels for these traces 
are below those of the unprotected PUF instances. This 
confirms the effectiveness of our DRILL countermeasure 
against power-based modeling attacks.

7.4  Self‑PUF Results

The first set of results depicts the accuracy of Self-PUF 
attacks on FPGA implementations of the arbiter-PUF. As 
mentioned earlier, in these attacks the model of a PUF 
is used to attack that very same PUF, i.e., to predict its 
responses from any unseen challenges. These attacks are 

Fig. 9  Superimposing 200 
traces from PUF-1 unprotected 
and DRILL-protected instances 
implemented on an FPGA 
fabric. The orange line is when 
the PUF is triggered with the 
rising edge, and the purple line 
is when the response Flip-Flop 
registers the response
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used as a basis for any subsequent attacks since they logi-
cally have a higher accuracy due to the relevance of the 
model to the actual PUF. For these investigations, 1,000 
traces were used for training and the model was tested 
against 11,000 traces.

Unprotected PUFs The results of the Self-PUF attacks on 
unprotected PUFs are shown in Fig. 11. In the figure, the 
simulated traces are shown for the noise levels which corre-
spond to those seen within the FPGA. This figure shows that 
for each PUF instance the Self-PUF attack accuracy ranges 
from 92.62% to 94.33%, which is a high level of accuracy for 

predicting the response of the PUF. Moreover, the accuracy 
is consistent with the simulated PUF results.

DRILL‑Protected PUFs  The results of attacking the PUF 
equipped with DRILL are shown in Fig. 12. As depicted, the 
accuracy is significantly lower than the unprotected PUF shown 
in Fig. 11. The DRILL-protected PUF experiences an accuracy 
ranges from 55.86% to 73.68%. This confirms the efficiency of 
the DRILL protection in real silicon. As illustrated, the accu-
racy of the attack on PUF-2 is higher than the other DRILL-
protected instances. This is likely because its SNR level is also 
higher than the other PUF instances, as seen in Table 5. This 

Fig. 10  Zoomed-in traces from 
PUF-1 for unprotected and 
DRILL-protected instances 
implemented on an FPGA 
fabric. The purple line is when 
the response Flip-Flop registers 
the response

Table 5  Maximal SNR of 
the five unprotected and 
five DRILL-protected PUFs 
implemented within the FPGA

PUF-0 PUF-1 PUF-2 PUF-3 PUF-4 Avg. All

Unprotected 0.282 0.228 0.161 0.195 0.072 0.188
DRILL 0.0377 0.0034 0.0549 0.0070 0.0149 0.02358
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means that the placement of FPGA implemented PUFs can 
affect their vulnerability to attack (recall from Fig. 7 that each 
implemented PUF is different only in the placement of the hard 
macro otherwise the overall design and layout within the FPGA 
are the same). Overall, these attack results are also consistent 
with the simulated results shown earlier.

The takeaway point from these results is that unpro-
tected PUFs are vulnerable to Self-PUF attacks, and 
DRILL can be used to effectively hinder modeling attacks 
that aim at inferring the PUFs’ response based on their 
power consumption.

7.5  Cross‑PUF Results

Cross-PUF attacks, as previously described, relate to the 
cases in which a PUF model created from a reference PUF 
is used to attack another PUF. What follows shows the accu-
racy of such an attack on unprotected and DRILL-protected 
PUF implementations. The Cross-PUF attack investigations 
were in each case performed where 1000 traces from the 
reference PUF were used for training and evaluation was 
performed against 11,000 traces of the target PUF.

Fig. 11  Accuracy of Self-PUF 
attacks on unprotected PUFs 
realized in FPGA. Simulation 
attack accuracies are shown for 
the noise levels with compara-
ble SNR

Fig. 12  Results of DRILL-
protected Self-PUF attacks on 
FPGA-implementation of PUFs. 
Simulation attack accuracies are 
shown for the noise levels with 
comparable SNR



272 Journal of Electronic Testing (2022) 38:261–277

1 3

Unprotected PUFs The results of unprotected Cross-
PUF attacks are shown in Fig. 13. This figure presents the 
average accuracy of the Cross-PUF attack when the stated 
PUF is used to create the model for the attack. The figure 
shows that each PUF instance can be used as a reference 
PUF and still while achieving high accuracy in attacking 
a different PUF realized from the same design. The accu-
racy ranges from 90.98% to 92.59% which is only slightly 
less than the accuracy of the Self-PUF attacks. Note that 
this is also consistent with the simulated PUF results with 
similar SNR.

DRILL‑Protected PUFs Logically, since the Self-PUF 
instances of DRILL were unsuccessful the results of the 
Cross-PUF attacks on DRILL should be unsuccessful as 
well. This hypothesis is indeed confirmed when looking at 
the results of the Cross-PUF attacks on DRILL-protected 
PUFs shown in Fig. 14. In this figure, the accuracy of the 
attack has a maximum of 53.18%, which is very close to 
the ideal accuracy of 50%. When compared to the Self-PUF 
attack these results are even more promising as it shows that 
DRILL effectively thwarts the Cross-PUF attack as all the 
accuracies for each PUF model are decreased. This holds 

Fig. 13  Results of Cross-PUF 
attacks on FPGA Implemented 
PUFs. Simulation attack accura-
cies are shown for the noise 
levels with comparable SNR

Fig. 14  The attack accuracy of 
Cross-PUF attacks for DRILL-
protected PUFs. The simulated 
PUF accuracies are shown when 
the noise level has a comparable 
SNR to the FPGA implemented 
PUFs
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true for PUF-2 as well which displayed a higher level of 
vulnerability.

The takeaway from these results is that Cross-PUF 
attacks are a real concern in real-silicon implemented 
PUFs, and not just an artifact of simulation. Additionally, 
the results of the Cross-PUF attacks on the FPGA imple-
mented PUFs support the simulated results when the SNR 
levels are comparable.

7.6  Results of Attacks on Multi‑bit Parallel PUFs

These sets of results investigate whether power-based mod-
eling attacks are effective in Multi-bit Parallel PUFs where 
the designer has included more than one PUF instance in 
the circuit, thus generating more than 1-bit of response with 
each query. In the results presented here, two unprotected 
and two DRILL-protected 2-bit Parallel PUF instances were 
targeted. It is important to note that for 2-bit PUF instances, 
there are 4 values that occur in the responses. Thereby, the 

ideal accuracy of a protected PUF instance is 25% in this 
case.

Parallel PUF Power Traces  Fig. 15 shows the power traces 
for a 2-bit response parallel PUF instance within an FPGA, 
zoomed into the period of time in which the Flip-Flop is 
active. As shown the traces for both unprotected PUF and 
the DRILL-protected PUF do not have a clear distinction 
related to the generated responses. Observing the DRILL-
protected instance further it can be seen that all of the traces 
regardless of the response have the same behavior at ≈ 750 
samples, since this phenomenon is present in all of the trace 
it does not reveal any adversarial information about the 
response.

Parallel PUF Attack Results  The results of attacking the 
parallel PUFs are shown in Fig. 16. As depicted, the unpro-
tected instances of PUF-0 and PUF-1 can be modeled with 
an accuracy of 83.56% and 91.84%, respectively. Therefore 

Fig. 15  Superimposing 200 
traces of unprotected and 
DRILL-protected PUF-0 imple-
mentations. The purple line is 
when the response Flip-Flops 
register the responses
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it can be said that parallel PUFs are still vulnerable to power-
based modeling attacks. Turning the attention to the DRILL-
protected PUF instances, the figure shows a significant drop 
in the accuracy of attack falling to 32.72% and 42.22% for 
PUF-0 and PUF-1, respectively.

Table 6 shows the accuracy of the attacks on the tar-
geted PUFs when different responses were generated. The 
first observation from this table is that both unprotected 
PUF instances display a higher attack accuracy for the 
responses of 00 and 11. This is likely due to the fact that 
these responses will have the least leakage (for 00) and the 
most leakage (for 11) with makes their responses stand out 
from one another and from the 01 and 10 responses. This 
observation turns the attention to the DRILL-protected 
individual responses. As depicted, for both PUF-0 and 
PUF-1 DRILL-protected circuits no individual response 
will be predicted over another and therefore DRILL is 
effective in preventing the attack.

The SNR for each of the individual bits for each PUF 
is shown in Table 7. Investigating the SNR of the indi-
vidual response bits is important to show the effectiveness 
of DRILL. As shown in this table, DRILL significantly 
lowers the SNR.

The takeaways from these observations for the Multi-bit 
Parallel PUF results are that these PUFs are vulnerable to 
modeling attacks, yet are highly resilient against such attacks 
when equipped with DRILL.

7.7  Results of Attacks on a Noisy Circuitry

In this section, we explore the attacks on PUFs imple-
mented in intentionally noisy FPGA environments. This 
is to show the efficiency of the attacks on PUFs embedded 
in the circuitries with more logic where more operations 
are performed on the FPGA. To realize such a circuit, the 
FPGA implementation shown in Fig. 5 was expanded to 
include logics driven by the device’s 48 MHz clock to 
access 18 external pins on the FPGA pseudo-randomly to 
induce a higher level of noise within the device. In this 
case, we consider a sophisticated attacker who may per-
form repeated queries to the PUF and subsequently aver-
age the result in order to increase the SNR. Table 8 shows 
the SNR of averaged traces and the resulting accuracy 
of attacking such noisy traces in our FPGA implementa-
tion. As depicted, the SNR increases when increasing the 

Fig. 16  Accuracy of attacking unprotected and DRILL-protected 
Multi-bit Parallel PUFs. 5000 traces were used for training

Table 6  Multi-bit Parallel PUF predictions of individual responses 
from implemented PUFs for when 5000 traces were used for training

PUF Inst. Response Percent Correct

Unprotected Protected

PUF-0 00 0.9439 0.3349
01 0.7039 0.3641
10 0.6258 0.3255
11 0.9672 0.29

PUF-1 00 0.9308 0.4826
01 0.8825 0.3791
10 0.9021 0.4201
11 0.9464 0.4097

Table 7  Maximal SNR of Multi-bit parallel PUFs implemented 
within the FPGA

PUF Inst. Unprotected DRILL-Protected

PUF-0 Resp. Bit 0 0.175 0.021
Resp. Bit 1 0.136 0.011

PUF-1 Resp. Bit 0 0.138 0.069
Resp. Bit 1 0.138 0.003

Average 0.147 0.026

Table 8  Maximal SNR of Attacks on the noisy FPGA implementa-
tion

PUF Type Number of 
Averaged Traces

SNR Attack Accuracy

Unprotected 1 0.244 87.52%
2 0.349 90.22%
4 0.478 92.86%
8 0.593 95.97%

DRILL Protected 1 0.013 56.69%
2 0.006 54.19%
4 0.027 59.61%
8 0.041 63.37%
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number of traces, contributing in the averaging process 
going from 0.244 for a single trace to 0.593 for eight traces. 
The accuracy of the attack increases with the number of 
averaged traces to an accuracy of 95.97%. Whereas the 
maximal SNR for the DRILL protected PUFs is 0.041 and 
an accuracy of 63.37%.

The takeaway point of these results is that addition of 
independent noise is not a countermeasure to the Cross-PUF 
attack as the attack is still successful in our noisy environ-
ment. Hence a countermeasure like DRILL remains neces-
sary even in presence of noisy environment. A secondary 
takeaway point is that the averaging increases the attack 
accuracy by increasing the SNR, thus reinforcing the neces-
sity of an efficient countermeasure like DRILL.

8  Conclusion and Future Directions

This work investigated the arbiter-PUFs implemented on 
FPGA fabric to power-based modeling attacks. These inves-
tigations verified that the Self-PUF and Cross-PUF attacks, 
previously observed in simulation, are real threats in real 
silicon. We also showed that these power-based modeling 
attacks are a concern for multi-bit parallel PUF instances. 
The high accuracy of these attacks warranted mitigation. 
We showed that the Dual Rail/Random initialization logic-
based countermeasure, so-called DRILL, despite being 
lightweight, is effective in mitigating the power-based mod-
eling attacks by reducing the SNR of the observed power 
traces. In our study, we consider a situation where the PUF 
is running alone (no other IPs work in parallel), which is 
usually a safe decision to maximize the PUF reliability. We 
also made observations when various noise inducing circuits 
were added to the device and showed that an attack of this 
nature is still possible. In the future we will endeavor to per-
form the same investigations on ASIC implemented PUFs 
from the same GSDII file. We will also consider the impact 
of device aging on the Cross-PUF attacks and the proposed 
countermeasure on real-silicon. We will also investigate the 
possibility of cross-PUF attacks by exploiting electromag-
netic emanations, in addition to power analyses.
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