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Abstract
With the global spanning of integrated circuit (IC) and electronic device supply chains, the ability of an untrusted foundry
to alter a design for intellectual property (IP)/IC piracy increases. To tackle this threat, this paper proposes a design-based
fingerprinting methodology based on machine learning schemes. The proposed method considers the effect of process
variations, measurement noise, and device aging. The proposed fingerprinting scheme can identify if the circuit is original
or has been altered by an adversary to hide piracy. Changing a gate to an equivalent counterpart does not change the
functionality of the circuit and we assess these as altered circuits. Altering the circuit can arise if an adversary gains access
to the register-transfer level (RTL) or netlist of a design in an untrusted supply chain or uses the datasheet to implement
a functionally equivalent design. Experimentally we determine that our method can detect a pirated chip with near 100%
accuracy when classifying new ICs, and above 96% accuracy when classifying at any age up to 7 years in the presence of
noise if at least 2.5% of the gates in the IC have been altered by an adversary.

Keywords IC aging · IP piracy · Fingerprinting · Side-channel power analysis · Machine learning

1 Introduction

Both intellectual properties (IPs) and the related integrated
circuits (ICs) have been threatened by fraud in recent
years [1]. To this end, there is an urgent need to prevent
such piracies and ensure that an IC design has not been
altered through the supply chain. Common piracy avoidance
methods such as active metering schemes require additional
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hardware and/or impose delay as well as area overhead [2–
4]. To address this problem, this paper proposes a technique
using side-channel analysis to monitor the transient power
consumption of an IC in order to detect if the IC has been
altered during the manufacturing process. Figure 1a depicts
the high-level view of the proposed scheme. Additionally,
this method can be used by a field maintenance technician
to verify that the ICs contained within their device are
authentic.

As shown in Fig. 1a, this paper proposes an authenticity
certification for a manufacturer to ensure that they are only
using the low-cost IC designs from a trusted designer in
non-vertical supply chains with untrusted foundries and 3rd
party suppliers. Note that this paper only deals with the
trustworthiness of foundries and 3rd party suppliers, and
we consider the designer is trustful. This is accomplished
through validation of ICs at a trusted test facility using our
method to distinguish trusted ICs from pirated versions.
Additionally, this method can be used to validate the ICs in
the field by a field maintenance technician even after they
have been used for a while (aged ICs) and to ensure that
recovered devices have not been altered. The test facility
will use the provided fingerprint to distinguish original
designs from pirated versions through a precise tolerance
on the fingerprint (see Fig. 1b). This method is aimed at
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Fig. 1 a Supply chain allowing
a board manufacturer/assembler
to verify components received
from a foundry via a
trusted/untrusted supplier. Our
method provides the
design-based fingerprints that
the trusted test facility will
utilize to detect an altered IC
from an original IC. Piracy
detection can also be initiated by
a field maintenance technician
who can send an IC recovered
from a device in the field to a
test facility for identification.
b Continuum showing likeliness
measures of an IC compared
with a given fingerprint used for
authenticity certification. Green
shows a match (original IC) and
red depicts a mismatch (altered
IC). (modified from [5])

low-cost ICs which have a cost constraint. Implementation
of modern protection mechanisms may be cost prohibitive.

Our threat model covers two possible attack vectors:
reverse engineering and resynthesis of register-transfer level
(RTL). In the first case, the adversary has access to the
product datasheets and uses reverse engineering to create a
functional implementation of the original design. Creating
the same implementation from a datasheet is unrealistic.
In the second attack, the adversary gains access to the
RTL design and then uses logic synthesis to create a new
netlist. An adversary may gain access to the RTL when
the design is passed from a design group to a synthesis
and verification group either within a company or between
companies [6]. Without knowing the parameters used for
the original synthesis, it is difficult to recreate the netlist
of the original circuit. In both cases, the adversary can
use the original or another foundry to implement the new
implementations and introduce them into the supply chain.

The objective of the implementation-based design
fingerprint method is to increase the cost for the attacker
while not adding design cost or sacrificing performance.
The aim is to significantly raise the complexity for an
attacker who intercepts a functional design, has access to a
full functional description, or performs reverse engineering,
and then wishes to reengineer an alternate physical
implementation (with the same functionality). In fact, the
attacker is assumed to have full access to the functional
description. Using an implementation-based fingerprint also

addresses the case where protecting against design theft
is not practical. For example, a cycle-accurate description
of a general purpose processor may be freely available
in documentation. It would not require unreasonable
effort for an attacker to redesign a functional equivalent
version, though perhaps with suboptimal reliability or
quality assurance. The outlined scheme provides a method
to specifically identify a particular physical design, but
does not protect against replicating its functionality. The
other methods described in the “Related Work” section
(Section 2) can be complementary to this method.

Our proposed scheme aims to thwart such IP piracy. The
main contributions of this paper include the following:

1. A design-based fingerprinting scheme that can detect IP
piracy;

2. Demonstrating the aging, noise, and process variation
resiliency of the proposed fingerprinting scheme;

3. Extensive simulation-based results demonstrating the
accurate differentiation of original and altered circuits.

In practice, the power-based signature extracted from a
device after manufacturing can be different from the design-
based signature due to process variations, noise, aging
effects, or due to piracy-imposed netlist changes. Being
able to distinguish a change in the power signature due to a
netlist variation from the other three is desired. As the former
demonstrates IP piracy, the other cases are benign. Classi-
fying the difference between an aged IC and an altered IC
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is a difficult problem because the current consumption is a
function of both the underlying architecture and the age of
the IC. There is a need for a classifier that ignores the aging,
process variation, and noise-induced variations yet takes the
circuit gate-level netlist changes into account.

The experimental results show with 96% accuracy that
we can detect IP piracy if more than 2.5% of the gates
have been changed from the original netlist by an adversary.
Such detection is regardless of the device age, process
variations, and the noise. Figure 1b shows the spectrum of
an IC regrading its fingerprint spanning between original IC
(authentic) and altered IC (implausible).

The remainder of this paper is organized as follows:
Section 2 presents related work in the field, Section 3 covers
background material relevant to the paper, Section 4 method
used to create the design-based fingerprint, Section 5 covers
the experimental setup used to validate the fingerprint,
Section 6 discusses the results of the experiments, Section 7
discusses circuit partitioning and its applicability to this
work, and Section 8 presents the conclusion and avenues for
future work.

2 RelatedWork

To protect an IP against piracy, a designer can add some
elements to the circuitry that normally is not needed.
Such circuitry can be used to uniquely identify the
design [3]. Common IP and IC protection schemes are as
follows: watermarking, obfuscation, device fingerprinting,
and physical unclonable function (PUF) based. The majority
of prior work in the fields of IP and IC protection require
additional circuity [7, 8]. IP protection can be divided
into Soft and Hard-IP cores. Soft-IP is often given as
synthesizable register-transfer level (RTL) or netlists. The
underlying design of Soft-IP can be altered, whereas Hard-
IP cores are given as layout files such as GDSII files and are
difficult to alter [9]. This work also has some ties to Trojans
and recycled ICs.

2.1Watermarking

Watermarking is the insertion of markings known only
to the designer and can be inserted at multiple times
during the design process. Such markings can be used
to uniquely identify the IP contained within an IC and
as such watermarking is a detection method for IP theft
[3]. The markings can cover a wide range of possibilities,
from the way a Verilog file is implemented to creating
a particular transistor layout pattern and can be divided
into Soft-IP and Hard-IP protection [10]. Implementation
of Soft-IP watermarking can be done by encoding data into
the unused transitions in a finite-state machine (FSM) [10],

merging FSM states [11], encoding the watermark in Look-
Up Tables (LUTs) [12], and verification of FSM watermark
through power analysis [4]. Hard-IP protection techniques
include encoding data into the gate lengths and widths [9]
and inserting the watermark into the scan chain [13].

The full extent of the performance impact of watermark-
ing using FSMs is difficult to predict [13]. Additionally,
IP watermarking requires design time and therefore cost
to implement on any level, whereas our approach can pro-
vide a level of protection without the design overhead for
watermarking.

2.2 Obfuscation

Obfuscation refers to the insertion of additional elements to
the circuit such that by using the correct key, the device will
operate correctly, but without the key, the exact functionality
cannot be determined [14]. This can be accomplished with
combinational circuits that do not produce the correct output
and with sequential circuits that do not transition to the
correct state in an FSM [15]. Obfuscation can be broken into
static and dynamic [16]. Static obfuscation requires one key
to operate correctly whereas dynamic, the key changes with
time. Of the two cases, static is easier to overcome [16].

In obfuscation, additional circuitry is needed as well
as design time to implement obfuscation. An additional
problem with obfuscation is once the key is known or
is released, all of the designs that used that key are
no longer protected. This key can be learned from an
uncontrolled source or the key can be broken by brute force
like encryption [16]. Obfuscation is a deterrent and can
potentially be used in conjunction with our method.

2.3 Device Fingerprinting

Device fingerprinting, a form of hardware metering, refers
to the act of ensuring that each IC has a unique identifier
and each IC can be tracked through the supply chain
by its identifier [2]. Recent work in this area deals
with leakage and switching power of the gates to create
a device fingerprint [17]. Each device has a unique
signature and therefore needs to be handled individually
after manufacturing. They must be tracked through the
production cycle [18], whereas our method creates one
signature for a design based on simulations. It is therefore
less costly to implement and managing one signature for the
design than a signature for each individual IC.

2.4 PUF-Based IP Protection

The introduction of PUFs into designs can be used to protect
the underlying design. The addition of PUFs, their inherent
uniqueness, adds the ability to individually identify ICs.
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These PUFs can be combined with other techniques to
create a more robust protection scheme.

HARPOON combines PUFs and obfuscation to create an
IC which will only operate in the normal mode if given the
correct key. The key is determined by the PUF [19]. This
improves the traditional obfuscation because each key must
be derived by the developer based on the output of the PUF
and is therefore unique to the IC.

Combining reconfigurable LUTs, PUFs, and FSMs, a
designer can make a pay-per-use IP protection scheme in
a field-programmable gate array (FPGA) [20]. This uses a
PUF as an input to an FSM. The FSM also requires an input
developed by the designer based on the PUF output. The
developer’s input is stored in a LUT for reuse. This method
allows for an IP owner to control the use of their IP on a
particular FPGA.

With the introduction of PUFs into the designs, and their
inherent differences between each implementation, PUF-
based IP protection is device specific so each device needs
to be tracked individually. This differs from our approach
where the individual IC does not need to be tracked, but the
design can be verified on the IC. Additionally, our technique
requires less interaction from the designer and is therefore
less costly.

2.5 Trojans

The majority of prior work in the fields of IP and IC
protection require additional circuitry [7, 8]. Another set
of detection methods exist for detecting hardware Trojans;
Trojans are additional elements added to a circuit that
includes a trigger and payload to produce a desired effect
[1, 21, 22].

Altering the final circuit during the manufacturing
process is very similar to Trojan insertion. Hardware
Trojans are elements that are maliciously inserted in circuits
and include trigger and payload parts. The trigger can be
a specific input vector, or a sequence of input values that
activate the Trojan circuit. When activated, the payload
can result in circuit malfunction or data leakage [1, 23].
Trojan detection methods mainly rely on characterizing
path delays [23, 24], and/or electromagnetic emissions [22].
However, in our threat model, the malicious change does not
alter the functionally of a victim circuit, nor does it result in
data leakage.

Using path-delay-based Trojan detection schemes to
detect our victim circuits is costly because of the scalability
issue of these methods with the exponentiation growth of
the number of paths needed to be monitored. In practice, for
our threat model, the adversary does not need to target the
non-critical or near-critical paths for gate changes. When
Trojans are placed on non-critical paths, path-delay-based
techniques encounter scalability issues as they need to

monitor several paths. In addition, although our gate change
can be labeled as a Trojan, Trojan-detection schemes that
rely on functionality change, fail to detect our pirated ICs as
functionality is not changed, based on our threat model. On
the other hand, we believe that our technique can be adapted
for detecting Trojans as well. However, further investigation
is needed to confirm this ability and therefore in this paper,
we focus on distinguishing the ICs which follow our threat
model and leave the Trojan detection problem as a future
research.

2.6 Recycled ICs

Some researchers focus on detecting recycled ICs, i.e., the
used ICs that were sold as new ones [25–27]. In particular,
[25] is similar to our method in investigating aging effects,
but the authors’ main focus is to detect aged ICs, whereas
ours is to create a classifier that can identify an IC, new
or aged, from an altered IC. Additionally, this paper is
limited by the use of a one-class classifier with only good
examples. The accuracy is affected by process variation,
whereas our approach can overcome process variation and
includes training cases of known altered circuits to reduce
the likelihood of overfitting the data set.

3 Background

3.1 Aging

To fully understand how the age of an IC will affect
its performance, one must understand the major aging
phenomenons and how these affect the operation and
characteristics of the transistors. IC designers consider the
aging-induced performance shift of transistors embedded
in an IC during design such that the device will perform
properly throughout its normal lifetime. The dominant
phenomenons that degrade transistor performance over its
life are bias temperature instability (BTI) and hot carrier
injection (HCI), but the full aging process of an IC is a
complex process with multiple variables [28].

3.1.1 Bias Temperature Instability

BTI plays a major role in IC aging. It is due to a buildup
of interface traps and oxide trapped charge [29]. BTI can
be further broken down into negative bias temperature
instability (NBTI) and positive bias temperature instability
(PBTI).

NBTI and PBTI occur in p-channel metal-oxide-
semiconductor field-effect (PMOS) transistors and n-
channel metal-oxide-semiconductor field-effect (NMOS)
transistors, respectively. In practice, the impact of NBTI is
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more dominant than PBTI beyond 45 nm technology nodes.
NBTI occurs in a PMOS transistor when a negative voltage
is applied to its gate. In this mechanism, positive interface
traps are generated at the Si/SiO2 interface. As a result,
the threshold voltage increases and the PMOS transistor
becomes slower and fails to meet timing constraints. In
contrast to NBTI, PBTI occurs when a positive voltage is
applied to the gate of an NMOS transistor. This eventually
increases the transistor threshold-voltage [30–32]. Both
NBTI and PBTI are recovered partially when the transistor
is off because the dielectric traps can be emptied. This relies
on a removal of the stressing voltage and a corresponding
delay time. Note that the magnitude of stress and recovery
both depend on the temperature, voltage source, and the
circuit workload. Thereby, similar ICs aged with different
input vectors will exhibit different aging rates.

3.1.2 Hot Carrier Injection

HCI is an aging mechanism where an electron from the
channel has enough energy to tunnel through the gate oxide
or substrate and create an increased gate or substrate leakage
current, respectively [28, 33]. This process can result in
collisions between the high energy electrons and crystalline
structure of the device, which causes permanent damage if
the collisions occur in the gate oxide [28, 33].

For a transistor subjected to HCI, there is a chance that
the electron becomes trapped in the gate’s dielectric which
acts to raise the threshold voltage. This change degrades
the current carrying capacity for a given gate voltage and
reduces the switching frequency [28]. HCI is more dominant
in NMOS transistors and occurs when a transition (rise or
fall) occurs in the gate input of the transistor. Effects caused
by HCI are, unlike BTI, irreversible and compounds over
the life of the device.

3.2 Noise

Noise is ever present in a circuit and can affect the
performance of a classifier by adding randomness to a
circuit. The dominant sources are thermal and flicker noise
and are described below in more detail.

3.2.1 Thermal Noise

Thermal noise is due to the random thermal motion of
charge carriers [34]. It is present in all electrical circuits and
is often modeled with a Gaussian distribution.

3.2.2 Flicker Noise

Flicker noise, also called 1/f noise and pink noise, is present
at all frequencies, but is dominant at low frequencies. Two

theories of the causes of Flicker Noise are the carrier
number fluctuation theory and the mobility fluctuation
theory [35]. The carrier number fluctuation theory is caused
by the random trapping and escaping of charges in the
oxide traps near the Si/SiO2 interface. Charges are moved
through tunneling from the channel to the trap location.
While mobility fluctuation theory is based on fluctuations
in the bulk mobility induced by fluctuations in phonon
population through phonon scattering [35].

4 Proposed IC IdentificationMethodology

The method presented here creates a design-based finger-
print through simulation of a given circuit. To extract the
aimed fingerprints, we first simulate the circuit with a
known set of input vectors. Then, the fast Fourier transfor-
mation (FFT) is taken of these current traces and a support
vector machine (SVM) classifier uses this data to create a
classifier to distinguish original and altered ICs. This classi-
fier or fingerprint is then saved to be recalled when a circuit
is needed to be identified. This method is shown in Fig. 2
and is based on our prior work [5], which presents a design-
based fingerprinting scheme using a side-channel analysis
scheme. This technique is used to determine if an IC has
been altered from an original design. In our previous work
[5], we showed that with almost 100% accuracy, we can
identify the altered ICs from the original one in the presence
of process variations. In this paper, we extend our previ-
ous work and consider the effect of aging and measurement
noise as well and show how those phenomena would affect
the classification of an IC as original or altered.

5 Experimental Setup

5.1 Simulation Setup

The work presented here is simulation based, and we used
four ISCAS benchmark circuits [36] shown in Table 1.
An in-house tool was deployed to generate the transistor-
level model of the considered benchmarks, using a 45-
nm technology extracted from the open-source NANGATE
library [37]. The aging simulations were performed with
MOS Reliability Analysis (MOSRA) tool from Synopsys’
HSPICE in two steps [38]: the first step, the drift of
transistors’ electrical parameters under both BTI and HCI
aging was evaluated. The second step uses the degradation
of the transistor-level device characteristics computed in
step one, to generate the current traces used for our proposed
fingerprints. MOSRA simulates the effects of both BTI and
HCI and therefore the first simulation is input dependent
because of the recovery process present with BTI aging.
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Fig. 2 Flowchart demonstrating
the extraction of design-based
fingerprints from current traces
using binary and multi-class
classifiers. A FFT is performed
on current traces and the results
passed to multiple classifiers,
which combine to create the
design-based fingerprint

For this paper, the circuits were aged at 1-year increments
to an age of 7 years. Note that our goal is identifying a
circuit even if it has been aged to an unknown age with
an unknown input. Therefore, for the first step of MOSRA
simulations, we use randomly generated inputs while for the
second step of MOSRA simulations, i.e., the step in which
current measurements are performed, we use known inputs.
The noise simulations were performed using Synopsys’
transient noise analysis in HSPICE and we used the default
HSPICE parameters for noise sources.

Simulations were carried out using the following process
variation parameters with a Gaussian distribution: transistor
gate length L, 3σ = 10%; threshold voltage VT H , 3σ =
30%, and gate-oxide thickness tOX, 3σ = 3%. This process
variation reflects a 45-nm process in commercial use today
[39]. These process variations are on the high end of typical
range, for instance, L varies from 5 to 10% [31, 39–41].
The simulations were conducted assuming 45 ◦C operating
temperatures and 10-ps temporal resolution.

For each simulation, 100 input vectors are fed to each
circuit in succession and the current draw of the circuit
is monitored. Prior to being fed into the circuit, the input
vectors for each circuit are first run through four inverters
to model a driver circuit that has limited slew rate. The
inverters are not aged, do not have process variation, and

Table 1 ISCAS’85 circuit descriptions

Benchmark Number of gates Function

c432 215 27-Channel

c499 245 32-Bit single-error-correcting circuit

c1355 589 32-Bit single-error-correcting circuit

c5315 2972 9-Bit ALU

have a different power source than the tested benchmark.
This ensures that the current drawn by the benchmark circuit
will not be corrupted by the current drawn by the driving
circuit and that the simulated input to the IC would be
closer to a real-world input that has a limited slew rate. The
FFT of current consumption is taken and is the input to the
classifier. Using the FFT yields the frequency representation
of current and is used because it yielded higher accuracies
than using the time-domain [5].

To create the negative inputs for the classifier, altered
circuits were created. An altered circuit has the same
functionality of the original and is created by selecting a
random gate(s), and replacing it(them) with an inverted
gate followed by an inverter (e.g., an AND gate becomes a
NAND gate followed by a NOT gate, a NOR gate becomes
an OR gate followed by a NOT gate). For each altered
circuits, small numbers of gates were changed that ranged
from one to thirty gates depending on the size of the circuit.
For c432, c499, and c1355, 1, 2, 5, and 10 gates were altered
and for c5315, 1, 2, 5, 10, 15, and 30 gates were altered. The
overall number of changed gates overall represents a small
percentage of the overall circuit as shown in Table 2. For

Table 2 Percent change for ISCAS’85 circuit for given number of gate
changes (no. of gate changes/total no. of gates)

Number of gate changes

Benchmark 1 2 5 10 15

c432 0.47% 0.93% 2.33% 4.65% 6.98%

c499 0.41% 0.82% 2.04% 4.08% 6.15%

c1355 0.17% 0.34% 0.85% 1.70% 2.55%

c5315 0.03% 0.07% 0.17% 0.34% 0.51%

J Hardw Syst Secur (2019) 3:426–439 431



this paper, only changes below 5% were used to create the
classifiers. Using these, small changes were done because
larger more pronounced alterations affect the current more
than a smaller number of changes and, for this paper, the
more difficult task of detecting a small number of changes
was chosen [5] and the larger percentages of gate changes
were not used.

5.2 Classification Setup

An SVM is chosen for classification as it provided the
highest accuracy when compared with other machine
learning techniques. A similar scheme was used in prior
work [5, 25, 42]. This paper uses a SVM with a kernel
with polynomial order of two. Additionally, 5-fold cross-
validation is used to limit overfitting. A binary SVM
with a kernel maps the data onto a higher dimensional
feature space and then attempts to find a boundary-
defining expression that groups the classification together
and minimizes errors [43]. A multi-class classifier is similar
to the binary classifier but defines multiple boundaries to
separate the various classes and maximize their separation
[44]. For this work, the multi-class classifier is derived from
the number of changes that are made in the circuit and
uses a 1-vs-1 approach. A derived binary classifier takes a
multi-class classifier and reduces it down to original circuit
and altered circuit labels, where an altered circuit refers to
any circuit containing an altered layout from the original
benchmark. This is shown in Fig. 3, with the multi-class
classifier on the left and the reduced binary classifier on the
right.

In the multi-class confusion matrix shown in Fig. 3,
the columns show the number of gates changed in our
experiments. Zero refers to no-change (original circuit) and
1, 2, 5, and 10 refer to the altered circuit which is different
from the original circuit in 1, 2, 5, or 10 gates. The numbers
in the parenthesis depict the percentage of gates changed
over the total number of gates in each benchmark circuit. In
a confusion matrix, the rows are the ground truth, while the
columns represent the outcome of the classifier. In Fig. 3,
the first row ground truth is 0 meaning an original circuit
and out of 1400, the classifier predicted that 1386 were
original while 14 were classified as altered. To create the

reduced binary confusion matrix, the multi-class confusion
matrix is broken down into four regions. The first is the
original circuit that is classified as original, which is 1386
in this example. The second is the original circuit classified
as altered (classified as either 1, 2, 5, or 10 changes), which
in this case is 14. The third region is altered circuits that
were identified as original. This would be the sum of the
entries that are in the first column, but not in the first
row. The final region is altered circuits that are classified
as altered. In this case, we do not care a 1 gate change
is classified as a 1 gate change, we only care that it is
not classified as a 0 gate change (original circuit). In our
case that is 1393+7+14+1386+7+3+1397+1400=5600. The
resultant binary confusion matrix is shown on the right side
of Fig. 3.

5.3 Classifier Creation and Testing of the Classifier

The FFT of the current traces of 100 Monte Carlo
simulations of the original circuit including process
variation, are aged to 7 years in 1-year steps, are used to
create the true cases of the training data set. The altered
cases of the training data set are composed of circuits with
altered gates as discussed above. For each of these altered
circuits, we performed 10 Monte Carlo simulations to take
process variations into account and each circuit was aged
for 7 years with aging steps of 1 year to create the false
cases for the training data set. The current traces from the
true and false cases were fed into the SVM classifier with a
multi-class outcome and then reduced to a binary outcome.
For the cases where a threshold was set for the detection of
changes, the classifier disregarded the false cases that were
below the threshold level.

This work looks specifically at process variation, noise,
and aging and their effects on being able to detect a
fraudulent IC. To test the created classifier, four test cases
were created for each IC. Each test case is composed of 100
Monte Carlo simulations of the original unaltered circuit
and five of each altered case (different number of changed
gates) each with ten Monte Carlo simulations. The first
classifier test case is created with process variation without
the effects of aging and noise and will be referred as P. The
second classifier test case is created with aging and process

Fig. 3 Multi-class confusion matrix (left) and resultant reduced binary confusion matrix (right). Confusion matrices are for the c499 benchmark
detecting all changes in a test data set
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variation and is referred to as PA. The third test set uses
process variation and noise to examine the effects of noise
on the classifier referred to as PN. The last classifier test
evaluates the performance of the classifier with respect to
process variation, aging, and noise. For this case, the circuits
are aged to 7 years and are subject both to process variation
and noise referred to as PAN. For the cases with aging
(PA and PAN), two data sets were created, each data set
contained circuits that were aged with a unique input vectors
for the first step of the MOSRA simulation. Otherwise, the
data sets are the same. This is done to simulate devices that
are recovered from the field and the inputs they received
while they aged are unknown. This ensures that the classifier
is not overfitting that data from just one aging process and to
show the input vectors while a circuit age is an independent
variable.

Accuracy, sensitivity, precision, and F1 score are used
for performance evaluation of a classifier and are defined
by Eqs. 1, 2, 3, and 4 respectively. For this work, we use
accuracy, sensitivity, and F1 score to compare performance.

Accuracy = True Positives + True Negatives

# Positives + # Negatives
(1)

Sensitivity = True Positives

# Positives
(2)

Precision = True Positives

True Positives + False Positives
(3)

F1 = 2 ∗ Sensitivity ∗ Precision

Sensitivity + Precision
(4)

These allow direct comparison of the results of the method
using different circuits and different minimum change
thresholds.

6 Experimental Results and Analysis

6.1 Verifying Resynthesized Circuits Change

Our work relies on the fact that a circuit that is synthesized
with different settings will have different implementations.
Reverse engineering a design based on functionality does
not get the metadata of the design such as constraints
on the synthesis. To demonstrate this, we resynthesized
the ISCAS’85 c499 circuit that includes 245 gates. With
245 gates the basis of our comparison, the circuit was
resynthesized with different parameters. Resysnthesizing
with a minimum size constrained resulted in a circuit with
164 gates (33% change). This is shown in Fig. 4 with a
minimum number of gates constraint and a maximum fan-
out of 2 constraint. This highlights that without knowing all
the parameters for synthesis, the circuit can be drastically
different and therefore detectable.

Fig. 4 Percentage change for c499 circuit with the following
constraints: Minimum size constraint, Minimum number of gates
constraint, and Maximum fan-out of 2 constraint. These are shown
in contrast to the minimum change threshold for detection that our
technique uses (Section 6.3). Below this threshold, the accuracy of the
classifier is as low as 75% and above this threshold, accuracy is above
95% as shown in Fig. 6

6.2 Binary vs ReducedMulti-class Classifier

Our end goal is to tell if a circuit is original or altered
which requires a binary classifier. Combining all of the
non-original outputs of the multi-class classifiers to altered
output results in an equivalent a binary classifier. To
see this illustrated, the confusion matrices of the multi-
class classifier are compressed to create a reduced binary
confusion matrix. A confusion matrix is a way to visualize
the effectiveness of a classifier. The rows represent the
ground truth while the columns represent the inferred output
from the classifier. An ideal classifier would result in a
diagonal matrix where a classifier would correctly identify
all cases. The matrices are reduced by combining all the
results of altered circuits together (1, 2, 5, etc. changes) as
shown in Fig. 3. The reduced binary classifier is used to
determine our accuracy, sensitivity, and F1 score.

The comparison of the accuracy of a binary and reduced
multi-class classifiers using the training data set is shown
in Table 3. In all cases, the multi-class classifier performed
as well or better than the binary classifier. Using a multi-
class classifier may capture the subtle differences that small
number of changes cause to the current draw from the circuit
and will be used though the remainder of the paper.

6.3 Minimum Change Threshold

The confusion matrix for the c1355 circuit multi-class
classifier has been evaluated to detect all changes with
PA test set. The results are shown in Fig. 5a. The binary
accuracy for this classifier is 74.9% and below our goal
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Table 3 Comparison of the performance of a binary classifier with a
reduced multi-class classifier

Binary classifier Reduced

c432 99.5 99.8

c499 99.8 99.8

c1355 98.0 99.3

c5315 99.6 99.6

Note that the reduced multi-class classifier performed as well or better
than the binary classifier

of 90%. This is performance is representative of the other
benchmarks analyzed in this paper (Table 1). To approach
the goal, a new classifier was created that detected more
than 0.17% change in the circuit by disregarding circuits
that had only 1 gate altered. This resulted in confusion
matrix shown in Fig. 5b and the accuracy improved
to 89.8%. Raising the minimum change threshold, the
change needed for our circuit to detect a circuit as being
altered, to more than 0.85% change (disregarding the circuit
simulations with 1 or 2 gate changes) yielded a new
classifier and resulted in the confusion matrix shown in
Fig. 5c and the accuracy increased to 96.8%. Continuing to
raise the minimum change threshold to 1.70% is shown in
Fig. 5d with an accuracy of 98.6%. The trend of increasing
accuracy and sensitivity led to the formation of the idea to
set a minimum change threshold.
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Fig. 6 Accuracy of classifiers (for PA case) to detect the pirated circuit
from original one considering different minimum change threshold.
Results are shown for a circuit aged with two different input vectors
(Input Vector 1 (Left) and 2 (Right))

The trend of increase accuracy and sensitivity with the
increase of the number of changed gates has been observed
for all benchmark circuits we used in this paper. The
accuracy and sensitivity for the classifiers for two different
aged test data sets (Input Vector 1 and Input Vector 2) are
shown in Figs. 6 and 7 respectively. In these figures, the
test data sets are created by simulating the circuits with

Fig. 5 a–d Confusion matrices
showing the performance of
multi-class classifiers on
detecting various amounts of
change on a test data set for the
c1355 benchmark circuit with
PA and various minimum
change thresholds. The class
refers to the number of
alterations in a circuit (i.e., class
0 means there were no
alterations, class 1 means there
is one alteration in the circuit).
Confusion matrices of other
circuits (e.g., c432, c499, c5315)
show similar performance
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Fig. 7 Sensitivity of classifiers (for PA case) to detect the pirated
circuit from original one considering different minimum change
threshold. Results are shown for a circuit aged with two different input
vectors (Input Vector 1 (Left) and 2 (Right))

different randomly generated input vectors (Input Vector
1 and Input Vector 2) during the aging process. Then, for
the measurement phase, same input vector was used to
create the training data set and the results were given to
the classifier. In all cases, the accuracy (Fig. 6) was above
96% for a threshold value lower than 2.5%. The take away
point from this observation is that a circuit is altered by
more than 2.5% (i.e., 2.5% of the gates has been changed
by the adversary while maintaining the circuit functionality
intact), the classifier will predict it as altered with greater
than 96% accuracy. The sensitivity (Fig. 7) is similar and

with a minimum change threshold of 2.5%, the sensitivity is
greater than 90%.

6.4 Classifier Testing

To fully test the proposed method, four sets of test data
sets (P, PA, PN, and PAN) outlined in Section 5.3 were
analyzed. Examining each of these test data sets ensures that
the classifier is not overly fitting the data and shows the
performance of the classifier with different parameters and
ensures that the classifier is robust.

6.4.1 Classifier Testing in Presence of Process Variation (P )

This set of results demonstrate the accuracy, sensitivity,
and F1 score for case where only process variation was
considered in the simulation. The results are depicted in
Fig. 8a. Similar to [5], in this experiment, the classier was
able to identify the original circuit from the altered one
with over 98% accuracy, sensitivity, and F1 score. Note that
the blue bars in this figure show the minimum percentage
of the altered gates to achieve this the reported accuracy,
sensitivity, and F1 score.

6.4.2 Classifier Testing in Presence of Process Variation and
Aging (PA)

The next set of results is shown in Fig. 8b and represents
the performance factors (accuracy, sensitivity, and F1 score)
for the case where both process variations and aging
were considered in the simulation (PA). As discussed in
Section 6.3, for each benchmark circuit, we consider the

Fig. 8 a–dMinimum change
threshold and associated
performance (accuracy,
sensitivity, and F1 score) of
classifiers for ISCAS’85 c432,
c499, c1355, and c5315 circuits.
Note that for all test cases, the
minimum detection is below the
threshold level of 2.5%
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Table 4 Comparison of the performance of the design-based
fingerprint to detect the original RISC-V processor from pirated
versions with different minimum change thresholds

Detect more than: Accuracy Sensitivity F1 score

1% Change 79.5% 0.84 73.7%

2% Change 77.2% 0.84 76.4%

3% Change 92.0% 100% 92.6%

Performance increase as minimum floor increases

threshold value as the minimum percentage of gates that
when altered, all performance metrics of our proposed
classifier are higher than 90%.

6.4.3 Classifier Testing in Presence of Process Variation
and Noise (PN)

Examining the PN test data set resulted in Fig. 8c. As
expected, it performed slightly worse than just process
variation because noise may push the data point over the
boundary of the SVM and therefore the data was miss
classified. To compensate, the minimum change threshold
was raised to maintain the performance of the classifier.

6.4.4 Classifier Testing in Presence of Process Variation,
Aging, and Noise (PAN)

The final test data set investigated the robustness of the
classifier with respect to the PAN test set with the results
shown in Fig. 8d. Comparing the results with PN results
(Fig. 8c), the minimum change threshold level had to
be raised to maintain our performance metrics (accuracy,

sensitivity, and F1 score) above 90%. This is expected
when looking at the difference between P (Fig. 8a) and PA
(Fig. 8b) data sets, in which the minimum change threshold
of PA case was raised to keep the performance metrics above
90%. Note that the minimum change level for the c432
circuit was not as high as in the PA test set. One difference
is that the testing using PAN aged the circuit to 7 years and
did not use the intermediate years as was done in the testing
using PA.

6.5 RISC-V Fingerprinting

The design-based fingerprint technique has been applied
to the ISCAS’85 benchmark to evaluate the techniques
performance on larger circuits; simulations were done
on a RISC-V processor [45] (Available at [46]). This
processor was compiled into a gate netlist that contains
22384 elements, where an element is a logical gate or
flip-flop. Using process variation, 25 original circuits were
simulated along with four circuits with 1%, 2%, and 3%
alterations, each of with five process variations. The results
are shown in Table 4. This work is initial and needs to be
fully evaluated, but points to the design-based fingerprinting
method working on larger circuits.

7 Discussion—Circuit Partitioning

To extend out work to larger circuits, the circuit can
be partitioned into smaller sections by utilizing various
procedures like the one outlined in [47, 48]. A circuit can
be broken down into the power grid and the underlying
CMOS logic, which can be further subdivided [49]. The

Fig. 9 Power grid layout for
c499 circuit showing multiple
power points to monitor (Fig. 15
from [49])
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power to the IC is delivered via multiple pins where each
are monitored. The power grid layout for c499 is shown in
Fig. 9. Our procedure can then be applied to each partition
by first validating the power grid. Then the various parts
of the underlying CMOS logic can be tested and validated
by selecting proper input vectors to activate portions of
the logic. Using this method may require additional control
circuitry to power off or put to sleep parts of the IC if the
circuit cannot be adequately subdivided into small areas. It
is possible to validate not only the whole circuit, but each of
the partitions which may contain IP from different vendors
with the outlined method.

Embedded systems and system on a chip (SoC) are
both excellent candidates for the procedure proposed
here. These systems are designed in blocks and the
procedure outlined can be used to validate each block. The
validation procedure, Universal Verification Methodology
(UVM), divides the design into smaller pieces the with
two verification levels: IP verification and sub-system
verification [50]. Our method can be incorporated into these
verification steps for each of the smaller pieces to have
a complementary validation method to backup methods
already in use.

8 Conclusions and FutureWork

This paper targets a case of IP piracy in which an adversary
who has access to the gate-level or RTL netlist of the circuit
will resynthesize the design and fabricate the circuit under
their name. In practice, resynthesizing is performed to hide
the original source of the chip. To combat this, we propose
a method to identify an IC as original or altered throughout
its lifetime. In our experiments, we consider the effect of
device aging, process variations, and noise as well.

Our method outlines a process to create a design-based
fingerprint that can identify an IC or IP regardless of the
age of the IC. The process uses current consumption of a
circuit to include process variation and noise with a known
set of input vectors that creates an SVM classifier that can
be used to identify an IC that has had greater that 2.5%
gates changed. This technique uses no additional circuitry
and can detect a pirated IC with 96% accuracy. The pirated
IC can be a new one or can be an IC used previously (up to
7 years). It is noteworthy that 96% accuracy was obtained in
the presence of measurement noise and process variations.

Base on our work, there are multiple exciting paths
for follow on work. Future work will include further
examination of noise to include varying magnitudes of
thermal and flicker noise, the effects on performance of
the classifier, as well as their layout-level routing and
power-grid effects. Evaluating the design-based fingerprint
beyond 45-nm processes is left to future work. Varying the

process includes varying the process variation parameters
and correspondingly the minimum detection floor will have
to be reevaluated with the new parameters. The aging
process is dependent on temperature. Thereby, another new
direction would be considering the effect of temperature
during the aging process in the accuracy of the proposed
method. Temperature accelerates aging and because the
classifier is independent of age, we expect temperature will
have little effect on the classifier. Implementing alternate
machine learning techniques and including various kernels
to lower the minimum detection level is reserved for
future work. Initial findings for applying the technique to
the RISC-V processor are presented, but additional work
needs to be performed to fully validate this application.
Finally, this technique may be applied to detecting hardware
Trojans, but additional work needs to be done to validate
this application.
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