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ABSTRACT
Non-volatile memory devices such as phase change mem-
ories and memristors are promising alternatives to SRAM
and DRAM main memories as they provide higher den-
sity and improved energy efficiency. However, non-volatile
main memories (NVMM) introduce security vulnerabilities.
Sensitive data such as passwords and keys residing in the
NVMM will persist and can be probed after power down.
We propose sneak-path encryption (SPE), for memristor-
based NVMM. SPE exploits the physical parameters, multi-
level cell (MLC) capability and the sneak paths in cross-
bar memories to encrypt the data stored in memristor-based
NVMM. We investigate three attacks on NVMMs and show
the resilience of SPE against them. We use a cycle accurate
simulator to evaluate the security and performance impact
of SPE based NVMM. SPE can secure the NVMM with a
latency of 16 cycles and ∼1.5% performance overhead.

1. INTRODUCTION
The International Technology Roadmap for Semiconduc-

tors (ITRS) accords emerging non-volatile memories such as
phase change memories (PCM) [1] and metal-oxide memris-
tors [2] as candidates for next-generation high-performance
and high-density storage due to their nonvolatility, low-power
consumption, and multi-level cells (MLC) property, where
multiple bits can be stored within a single cell [1]. Non-
volatile main memories (NVMM) built using PCM and mem-
ristor devices are ready replacements for flash memory, and
are replacements for SRAM cache and DRAM main memory
[3].

NVMMs provide high density due to their small cell size
and their MLC. NVMMs are energy efficient, tolerant to
power failure, and provide ‘instant-on’ (suspend system op-
eration on power down and resume previous state on power-
ing up). NVMMs introduce security vulnerabilities. Sensi-
tive data written to NVMM persists even when the system
is powered down. An attacker with physical access to the
system can extract information.

We focus on memristor-based NVMM. For simplicity, we
use the word “NVMM” to refer to memristor-based non-
volatile main memories. We designed a secure NVMM (SNVMM)
that can protect against an attacker with physical access
to the NVMM. The design of an SNVMM has four goals.
(a) Preserve instant-on benefit of NVMM. (b) Data always
encrypted. (c)Minimal performance impact and area over-
head. (d) Instruction set architecture (ISA) independent
(i.e., works with any ISA such as X86, ARM, SPARC and
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MIPS).
Contributions: We propose sneak path encryption

(SPE) to secure a NVMM. SPE is a hardware based en-
cryption algorithm specifically designed for NVMMs that
support MLC. SPE does not modify the processor archi-
tecture and is ISA-independent. It is orchestrated by an
Sneak Path Encryption Control Unit (SPECU) that resides
between the NVMM and cache. SPE exploits sneak paths
(unintended and undesirable electrical paths within a cir-
cuit) in a memory and physical parameters of the memory
to encrypt data stored in the NVMM. Data can only be
decrypted on the same NVMM that it was encrypted on.
SPE has low latency (∼97.5% less than block ciphers, but
higher than stream ciphers) and small area overhead (less
than both block and stream ciphers).

The paper is organized as follows: Section 2 describes
prior studies in memory security. Section 3 describes the
threat model. Section 4 introduces the SNVMM architec-
ture. SPE scheme is presented in Section 5. Security anal-
ysis of the SNVMM architecture is presented in Section 6.
Section 7 evaluates the performance and area overhead of
SNVMM. Section 8 concludes the paper and discusses fu-
ture directions.

2. RELATED WORK
One security vulnerability with NVMM is that an attacker

can exploit the limited write endurance to run an applica-
tion that damages the memory through repeated writes [6].
[6] proposes a randomized start-gap wear leveling algorithm
which moves a line in the physical memory to a new location
before it reaches its endurance limit.

Another security vulnerability is that data persists in plain-
text in the NVMM after the system is powered off. A num-
ber of main memory encryption techniques have been pro-
posed the thwart this vulnerability [7]. These techniques
embedded in the processor and modifying the ISA of the
processor. Although such techniques can be used to ad-
dress the security vulnerability that this paper targets, they
are ISA dependent. Self-contained solutions where security
schemes are independent of processor’s platforms and ISA
are preferable [4].

Techniques in [4], [5], [8] are self-contained. [5] and [8]
secure a NVMM using stream ciphers. They provide low
latency encryption but, at a significant area overhead to
store the pseudorandom key (∼ 6.18mm2 in [4]). Stream
ciphers are vulnerable to correlation attacks, distinguishing
attack, etc and are not as secure as block ciphers [9].

i-NVMM [4] is a block cipher based encryption approach
for NVMM. To reduce performance overhead, i-NVMM only
encrypts inert pages (memory pages that, based on previous
access patterns, are not likely to be reused in the near fea-
ture). Remaining pages are encrypted before system power
down. In practice, workloads that are memory-intensive and
access a large subset of their memory pages have few inert
pages; therefore, with i-NVMM, memory pages for these
workloads will not be encrypted until after power down,
leaving a large window of opportunity (14.6 seconds [4]) for
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Figure 1: (a) Proposed architecture of a SNVMM. (b)
SPECU architecture and NVMM modifications for sneak
path encryption.

the attacker to steal the data after power down.

3. THREAT MODEL
We focus on the attacks that are specific to NVMM. The

following attack scenarios are considered in this paper:
Attack 1 : The attacker has physical access to the NVMM

either during system operation or after power down, and can
steal the NVMM to leak sensitive data using a brute force
attack or a known-plaintext attack.

Attack 2 : The attacker has physical access to the NVMM
and the system. He can read and write data to the NVMM
and determine any secret keys used for securing the NVMM
using a chosen-plaintext or an insertion attack.

Attack 3 : The attacker has physical access to the NVMM
during power down operation and attempts a cold boot at-
tack [10]. During power down, there is a delay between the
initiation of power down and the time when all data on the
NVMM is secured. The attacker exploits this delay and
leaks data from the NVMM before it is completely secure.

Other Attacks (not targeted): NVMMs have limited
write endurance. ‘Denial of service’ is a type of attack that
corrupts data, or forces the system into an unstable state
and crashes. Attacks where specific data patterns are writ-
ten to the NVMM to accelerate aging and damage the mem-
ory have been presented in [6]. NVMMs are susceptible
to physical attacks. Data may also be corrupted by envi-
ronmental effects such as heat and gamma rays. Physical
attacks can only be prevented by increased physical secu-
rity, and environmental effects can be mitigated by error-
correction codes and/or physical shielding [8].

4. SNVMM ARCHITECTURE
Fig. ?? shows the SNVMM architecture using a typical

two level memory architecture. The processor and cache op-
erate on the unencrypted (plaintext) data. The Sneak Path
Encryption Control Unit (SPECU) is between the NVMM
and the L2 cache providing ISA-independent memory en-
cryption. The SPECU protects the NVMM by using SPE
to convert the plaintext to ciphertext. Encrypted data (ci-
phertext) is stored in the NVMM.

To perform encryption/decryption using SPE, we use sneak
paths in the NVMM (described in Section 5). Sneak paths
are detrimental to the read/write operation of the NVMM.
Hence, the NVMM is modified to introduce sneak paths on
demand.

4.1 SPECU

A SPECU, shown in Fig. ??, utilizes SPE to secure the
NVMM and works as follows:

Initialization : We assume that the computer uses a Trusted
Platform Module (TPM) that ensures integrity of the plat-
form [11]. During power-on, the TPM authenticates the
NVMM and sends the key to the SPECU. The SPECU stores
the key in a volatile memory (either SRAM or DRAM).
Hence, the key is lost on power down.

Read Operation : Data is read from main memory only
on a ‘cache miss’. When data is requested from the NVMM,
the read operation is performed in two phases. In the decryp-
tion phase sneak paths are introduced in the crossbar. The
PRNG generates a pseudorandom sequence (using the 88-bit
key as a seed) that is mapped to voltage pulses and address
locations (determined in Section 5.5) using Look-up Tables
(LUT). Each voltage pulse is applied to the corresponding
address locations in order to decrypt the ciphertext stored
in the crossbar (details in 5). During the read phase sneak
paths are eliminated and the data is read out.

Write Operation : The write operation occurs in two
phases. During the write phase the plaintext is written to
the NVMM, then during the encryption phase (all transis-
tors are turned ON enabling sneak paths) SPE applies a volt-
age pulse at the address locations generated by the PRNG.
This encrypts the plaintext.

5. SNEAK PATH ENCRYPTION
We use a metal-oxide memristor based NVMM to illus-

trate SPE. SPE can be adapted for use with any Resistive
RAM or PCM based NVMM.

Fig. 2a shows the encryption/decryption operation for a
4×4 crossbar using a 10-bit key (size of the key varies with
size of the crossbar as shown in Section 5.4) which is the seed
of the PRNG. The key structure is explained in Section 5.4.
The PRNG generates a sequence of four 10-bit numbers.
The first 5-bits are mapped to a a pulse width and voltage
and the last 5-bits are mapped to an address in the NVMM
using the LUT. At each address location, the corresponding
voltage is applied, encrypting all surrounding memory cells
as sneak paths are enabled (The process is described in 5.2).
The addressed cell is called point of encryption (PoE). The
group of cells whose resistance change due to applying a
pulse at the PoE is called a polyomino.1 To encrypt the
NVMM we use the four voltage pulse-PoE pairs generated by
the PRNG and LUT. The set of PoEs (obtained by solving
the integer linear problem in Section 5.5) ensures that all
memory cells are encrypted.

To study the effect of parametric variations on the encryp-
tion operation we use a Monte-Carlo analysis. We vary the
wire resistance by ±5% and see that there is no change in
the shape of the polyomino. Macro level changes to the de-
vice/crossbar parameters change the shape of the polyomino
showing significant effect on the encryption operation.

5.1 NVMM
The metal-oxide NVMM used is constructed as a cross-

bar [12]. The memristors support four level cells (MLC-2)
that stores two bits in a single cell. As shown in Fig. 3a,
a metal-oxide memristor is in series with a transistor at the
intersection of each pair of perpendicular wires (1T1M cross-
bar). In a 1T1M crossbar the gates of all transistors in the
same row are connected. When a memristor is addressed,
all transistors on the addressed row are turned ON, allowing
current to flow only through memristors in that row elim-
inating sneak paths. Only one cell in a crossbar may be
accessed at a time. Hence, an NVMM consists of multiple
crossbars that are accessed simultaneously to read a whole

1A polyomino is any plane geometric figure formed by join-
ing one or more equal squares edge to edge.
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word.
The encryption relies on sneak paths. As shown in Fig.

3b, we modify the peripheral circuitry of the crossbar circuit
to control sneak paths. The peripheral circuitry ensures that
sneak paths are introduced in a 8×8 region of the crossbar
allowing proper encryption/decryption.

5.2 Encryption
Applying a voltage pulse to any addressed memory cell,

in the presence of sneak paths, results in a voltage differ-
ence across adjacent cells. Resistance are either increased
or decreased. As shown in Fig. 4, applying 1V to the PoE
shown in red, results in voltage difference across cells in the
polyomino. Cells with a voltage less than the transistor
threshold voltage (Vt) are not affected. The cells affected
are unique to each PoE based on the physical parameters of
the crossbar and the data stored in each cell.

Applying a voltage at the PoE changes the resistance of
the cells in the polyomino. Different PoEs with overlapping
polyominos encrypts the entire memory. The key includes
the voltages applied at each PoE and the sequence in which
they are applied.

Although SPE applies multiple pulses across each memris-
tor, it has negligible effect on the endurance of the memory
cells since the resistance change is small compared to the
typical write operation [13].

5.3 Decryption
To decrypt the ciphertext the sequence of PoEs in encryp-

tion is used in reverse. Memristors display hysteresis and a
different voltage pulse width is required during encryption
and decryption. For example, Fig. 5 shows the encryption
and decryption process of a single memristor. The memris-
tor first stores a logic 10 (plaintext). An encryption pulse of
1V with a width of 0.071µs is used to encrypt the memris-
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Figure 4: One possible Polyomino (grey) and voltage across
memory cells for a 1V pulse applied at PoE (red). Memory
cells with a voltage < Vt (white) are not affected.

Figure 5: Decryption in a single memristor cell. Decryption
pulse is of a different pulse width compared to the encryption
pulse due to non-linear memristor characteristics.

tor, increasing its resistance to 172kΩ (logic 00). Due to the
hysteretic nature of the memristor, the pulse width required
to decrypt the memristor is of a different width. As we can
see in Fig. 5 a -1V pulse of 0.015µs is required to properly
decrypt the ciphertext.

Fig. 2a shows the decryption operation of a 4×4 cross-
bar. The sequence in which the polyominos are decrypted is
extremely important for proper decryption. In Fig. 2b, we
decrypt the ciphertext using the same PoEs, but in an order
different from encryption. Although the PoE locations used
are the same as encryption, the shape of the polyomino will
be different and depend on the data stored in the crossbar.
Every time a voltage is applied at a PoE, the resistance of
every memory cell within the polyomino changes. This in
turn changes the shape of polyomino of the next PoE.

5.4 Secret Key
The secret key of SPE is used to determine (a) Sequence

of PoEs, (b) Voltage applied at each PoE.
The sequence of the PoEs and voltages are determined by

a PRNG using the key as a seed value. In Section 7 we
show that for a 8×8 crossbar we require 16 PoEs to secure
the NVMM. Hence, the permutation of any P 16

64 cells can
be represented by 44-bits. A typical memristor-based cross-
bar memory uses several different pulse widths to program
the memory cells. We use the same pulse width generator
to perform SPE. We assume that the pulse width generator
is capable of producing 32 distinct pulse widths of either
+1V or -1V. The sequence of 16 voltage/pulse width com-
binations can be generated by a PRNG with a 44-bit key.
Hence, the minimum key size for a 8×8 crossbar is 88-bits.
Each element of the generated sequence consists of 44-bits
to represent the PoE location and 44-bits to represent the
voltage. A secure PRNG with an increased key size [14] may
be used to further improve security.

5.5 Determining PoE location
To determine the PoE locations, the following constraints

should be met:
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Table 1: ILP equations to determine PoE locations in a 8×8
crossbar (can be adapted to any size).

Equation Description

∀ 1 6 j 6 P :
MN∑
i=1

Bi,j = 1 Each polyomino has one PoE

1 6 i 6 MN :
P∑

j=1
Bi,j ≤ 1 Each memory cell used as a

PoE not more than once

∀ 1 6 i 6 MN : 1 ≤
P∑

j=1
Ai,j ≤ 2 Limits overlapping polyominos

to prevent saturation (Section
5.2)

MN∑
i=1

P∑
j=1

Ai,j > MN + S Limits minimum number of
PoEs.a

Ai,j=Bi+1,j

+ Bi−1,j +
4∑

k=−4

Bi−Nk,j
Represents the polyomino
shape shown in Fig. 4.b

Objective function = min(P ) Minimize number of PoE.

a
S provides trade-off between security and latency. 0 ≤ S ≤MN − 1.

b
For boundary cells, equations are customized for PoE location.

1) Cover each memory cell by at least one polyomino.
2) Minimize number of PoEs.

Table 1 summarizes the equations used to formulate our
problem using Integer Linear Programming (ILP). We use
an array B of binary variables to track the PoE location.
A PoE address i is assigned to polyomino j if and only if
Bi,j=1. The array A of binary variables is used to track the
memory locations covered by a polyomino. Hence, Ai,j=1
if and only if polyomino j affects cell i. We formulate our
problem as an ILP using arrays A and B as shown in Table
1. The goal of our model is to minimize P, i.e., the number
of PoEs used to encode the NVMM.

Note that the number of PoEs required for SPE only de-
pends on the cache block size and not the size of the cache.

6. SECURITY ANALYSIS
We analyze the security strength of SPE against attacks

described in Section 3. We model an 8×8 1T1M crossbar
using HSPICE. Memristors are modeled using the TEAM
model [15] in MATLAB and integrated with HSPICE. We
use FICO ILP solver [16] to determine the PoE locations.

6.1 Randomness Tests
To study the randomness of SPE, nine sets of data were

collected and analyzed using the NIST randomness test suite
[17]. For all tests 150 binary sequences (120 kbits per se-
quence) were analyzed.
1) Key Avalanche: Avalanche effect is used to examine the
sensitivity of SPE to changes in input parameters (i.e., the
key or plaintext). In key avalanche effect, the randomness
is determined by a three-step process. a) Given an 88-bit
random key and a all-zero plaintext the ciphertext is deter-
mined. b) With a fixed plaintext, the key is perturbed by
flipping the ith bit, where 1 ≤ i ≤ 88. c) The ciphertext
from STEP 1 and the ciphertext from STEP 2 are XORed
to generate the data set.
2) Plaintext Avalanche: Similarly, in the case of the plain-
text avalanche, we use a random plaintext and a 88-bit
key of all zeroes. The XOR of the ciphertexts provide the
data set.
3) Hardware Avalanche: We introduce another type of avalanche
effect that is unique to SPE. In hardware avalanche we
use an all-zero plaintext and an all-zero key. We perturb
the physical parameters (wire resistance, resistance range of
memristor, etc) of the crossbar past the parametric varia-
tions and study the effect on the ciphertext. The physical
parameters are perturbed from 5-10% in steps of 0.5%.
4) Plaintext/Ciphertext Correlation: To study the correla-
tion of plaintext/ciphertext pairs, n plaintexts (PT) are en-
crypted using SPE. Given a random 88-bit key and n ran-
dom PT blocks, a binary sequence is constructed concate-

Table 2: Number of failed sequences (out of 150) for each
NIST randomness test [17] applied to each data set.

Data Set → Avalanche PT/CT Rnd. Low Den. High Den.
Test ↓ Key PT h/w corr. PT/CT Key PT Key PT

F-mono 0 0 2 0 1 2 0 2 1
F-block 0 0 2 1 0 1 0 2 1
Runs 2 3 0 0 0 1 0 0 0
LroO 2 3 0 0 0 2 0 0 0
BMR 0 1 0 0 0 2 0 1 2
DFT 0 0 1 0 0 0 0 2 0

NOTM 0 0 0 0 1 0 3 0 1
OTM 0 0 0 2 0 0 2 0 0

Maurer 4 2 0 0 0 0 3 2 2
Lin. Com. 0 0 0 0 0 0 1 1 1
Ser. Com. 0 1 0 0 0 0 0 0 0
App. Ent 0 2 5 0 2 0 0 0 1
Cusums 0 0 0 0 1 0 0 2 1
Rnd. Ex. 2 2 3 0 0 3 2 1 3
REV 2 2 3 0 1 3 1 4 5

nating the results of applying the XOR operator on the PT
and its corresponding ciphertext (CT).
5) Random Plaintext/Key : To examine the randomness of
ciphertext (based on random plaintext and random 88-bit
keys), a data set is constructed as a result of the concatena-
tion of n ciphertext blocks using n random plaintexts and a
random 88-bit key.
6) Low Density Plaintext : Two data sets are created based
on low-density blocks used as plaintext. Each data set con-
sists of n ciphertext blocks. These ciphertext blocks are
formed from one all-zero plaintext block, n plaintext blocks
of a single one and 127 zeroes, and 8001 plaintext blocks of
two ones and 126 zeroes.
7) Low Density Key : Two data sets are created based on
low-density blocks used as an 88-bit key. Each data set
consists of n ciphertext blocks. These ciphertext blocks are
formed from one all-zero key, 88 keys of a single one and 87
zeroes, and 3828 keys of two ones and 86 zeroes.
8) High Density Plaintext : Two data sets are created based
on high-density blocks used as plaintext. Each data set con-
sists of n ciphertext blocks computed using SPE. These ci-
phertext blocks are formed from one all-one plaintext block,
128 plaintext blocks of a, and 8,128 plaintext blocks of two
zeroes and 126 ones.
9) High Density Key : Two data sets are created based on
high-density blocks used as plaintext. Each data set consists
of n ciphertext blocks computed using SPE. These cipher-
text blocks are formed from an all-one key, 8 key blocks of a
single zero and 7 ones, and 28 key blocks of two zeroes and
6 ones.

Table 2 shows the number of sequences that fails each
NIST test described in [17]. With a significance level of 0.01,
not more than 5 sequences are allowed to fail a test. SPE
passes all NIST tests. However, it needs to be noted that the
randomness of SPE is highly dependent on the number of
PoEs. Initial tests using SPE with fewer than 16 PoEs (for
a 8×8 crossbar) fail a large number of tests. Randomness
increases with an increasing number of overlapping poly-
ominos. Hence, with more than 16 PoEs SPE is sufficiently
random.

6.2 Defending against Attack 1
The attacker steals the NVMM either during system op-

eration or after power down. The key which is stored in a
volatile memory, is lost. Data may only be leaked using a
brute force attack.

6.2.1 Ciphertext-only/Brute Force Attack
SPE encrypts 64 bytes of data (cache block size) at a

time. Four 8×8 crossbars are used to store 64-bytes of data.
Using our ILP model, an 8×8 crossbar requires 16 PoEs to
encrypt the entire memory. In SPE, the sequence in which
voltages are applied to PoEs is critical for decrypting the
data. Using a brute force attack we have P 64

16 possible PoE
sequences. We assume 32 discrete pulses (16 pulse widths
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for both ±1V) that can be applied at each PoE, resulting
in 3216 voltage combinations. Hence, a brute force attack
takes ∼1032 years (100ns per PoE) to determine the key. A
similar attack on an AES block cipher takes ∼1038 years.

What if attacker knows the ILP? Even if the attacker has
access to the ILP, a brute force attack is required since
the PoE sequence is unknown. The attacker has to check
16!×1616 combinations which takes ∼ 1019 years.

Data decryption can only be performed on the same SNVMM
it was encrypted. This prevents parallelization of the brute
force attack by creating several copies of the data. Also a
brute force attack may force the NVMM to reach its en-
durance limit [13], destroying the memristors and any data
stored on it.

6.2.2 Known-plaintext Attack
The attacker knows part of the plaintext and the cor-

responding ciphertext, because of known structures like file
headers that are encrypted together with the unknown parts
of the plaintext. Although the attacker has access to a
plaintext-ciphertext pair and the PoE addresses, the shape
of the polyomino and the pulse widths of the voltage applied
at each PoE is unknown to the attacker. Based on the initial
and final resistances of the memristors at the PoEs, the at-
tacker can determine the applied voltage pulses. However, if
the memory cell is encrypted by more than one overlapping
polyomino, several possible pulse combinations (one at each
PoE) can be applied to reach the final resistance.

Fig. 6 shows the correlation between the number of PoEs
and the coverage of cells by polyominos. In this figure the
red/green bars show the cells covered by one/multiple poly-
ominos. Cells covered by a single polyomino are vulnera-
ble. Cells covered by more than one polyomino are secure,
since multiple pulse combinations can result in the same
resistance. Assuming that the pulse generator used in the
NVMM is capable of generating 32 different pulse widths,
and each voltage pulse is applied across 16 different PoEs,
which may be ordered in 16! possible sequences, the attacker
will have to resort to a brute force attack.

6.3 Defending against Attack 2

6.3.1 Chosen-plaintext Attack
The attacker performs a chosen-plaintext attack where the

attacker stores any plaintext in the NVMM and has access to
the corresponding ciphertext. The attacker faces a challenge
similar to a known-plaintext attack. The overlapping poly-
ominos prevent the attacker from determining the voltage
pulses applied. Even for an all-zero plaintext the ciphertext
is sufficiently random (as seen in Section 6.1).

6.3.2 Insertion attack
In an insertion attack, the attacker knows a ciphertext-

plaintext pair and has the capability to make the SPECU
encrypt the same plaintext with the same key again, but
with one inserted bit inverted that is known to the attacker.
The attacker performs a statistical analysis to determine the
key. In Section 6.1, we apply NIST randomness tests [17] to
data collected using plaintext avalanche and show that no
correlation can be determined for use in an Insertion Attack.

6.4 Defending against Attack 3

6.4.1 Cold Boot Attack
During power down, there is a delay between the initiation

of power down and the time when all data on the NVMM is
secured [10]. The attacker may exploit this delay and leak
data from the NVMM before it is completely secure. DRAM
memory retains its data for up to 3.2 seconds after power
down [10]. For an 8×8 crossbar our encryption technique
uses 16 write operations (one at each PoE) in order to en-
crypt one block of data. Each write operation takes around
100ns and hence it takes 1600ns to encrypt 64 bytes of data.
On a power down, all data residing in the cache is written
back into the NVMM and encrypted. It is extremely un-
likely that the entire cache is written back to the memory,
but even in such case it takes 32.7ms (compared to 3.2 sec-
onds in DRAM) to encrypt all the data stored on the 2Mb
cache.

7. EXPERIMENTAL EVALUATION
We evaluate the performance impact of SPE using Zesto

[18], a detailed cycle accurate full-system simulator. We
model a 3.2 GHz, single-threaded, 4-issue out-of-order pro-
cessor core. The private L1 instruction and data caches
are 8-way set associative, 32KB in size, and incur an access
latency of 4 cycles. The shared L2 cache is 16-way set as-
sociative, 2MB in size, and has 16 cycle access latency. All
caches have 64-bit line size and use LRU replacement pol-
icy. We model the main memory as a single-rank, 800 MHz,
2GB with 8 devices (128MB per device).

We simulate two versions of SPE. In ‘serial sneak path
encryption’ (SPE-serial), the decrypted data block remains
decrypted on the NVMM until there is a write back or for a
fixed period of time. In this case some data on the NVMM
is unencrypted and may be leaked by an attacker. ‘Parallel
sneak path encryption’ (SPE-parallel) encrypts data imme-
diately after a read operation. Each read operation from
NVMM is delayed by 16 cycles for the decryption process.
In SPE-parallel when the data is decrypted, it is sent to the
cache and then re-encrypted immediately. In this implemen-
tation, each read operation from main memory to cache is
delayed by 16 cycles for the decryption process and another
16 cycles for encryption. We also evaluate the performance
of AES block ciphers (without ‘least used’ encryption [4]).
We compare these results to both stream ciphers [8] and
i-NVMM [4]. We use a number of SPEC CPU2006 bench-
marks circuits [19]. All benchmarks are executed for 500
million instructions.
Performance Overhead : Fig. 7 shows the performance
overhead of SPE compared to AES and i-NVMM [4]. The
performance impact of SPE-serial is around 1.5% compared
to 0.5% of i-NVMM. However, both i-NVMM and SPE-
serial use partial encryption (some parts of the memory are
unencrypted at any given point of time).

Partial Encryption : Fig. 8 shows the percentage of
the encrypted memory at any given time. AES always en-
sures that 100% encryption but has a performance impact
of 14%. i-NVMM leaves 73% of the NVMM unencrypted.
In SPE-serial on average 99.4% of the data in the memory
is encrypted at all times. SPE-parallel encrypts 100% of the
NVMM at a 3% performance impact.

As shown in Fig. 8, workloads that repeatedly access
a single memory page such as bzip2 show significant per-
formance impact in our encryption scheme compared to i-
NVMM. This occurs due to the fact that i-NVMM only en-
crypts pages that have not been accessed for a fixed dura-
tion. However, in applications that access data from several
memory pages, such as sjeng, SPE is more efficient.

Table 3 summarizes different encryption schemes. AES
has the largest performance impact of 14% arising from its
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Table 3: Comparison of SPE with AES block ciphers and stream ciphers
AES i-NVMM [4] SPE-serial SPE-parallel Stream cipher [5]

Latency (cycles) 80 80 32 16 1
Avg. Performance Impact 14% 1% 1.5% 2.9% 0.4%

% Memory Secure 100% 73% 99.4% 100% 100%

Area Overhead (mm2)/Technology 8.0 (180nm)a 5.3 (N/A)b 1.3 (65nm) 1.3 (65nm) 6.18 (65nm)

aCan be approximated to ∼ 2.2mm2 in 65nm
bTechnology not mentioned in paper [4]
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Figure 7: Comparison of SPE to other encryption techniques
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Figure 8: Percentage of memory that is kept encrypted.

large latency. i-NVMM reduces performance impact to 1%
by using a ‘least used’ encryption scheme. In i-NVMM on
average 73% of the data is encrypted during run time mak-
ing it vulnerable to Attacks 1 and 3. SPE-serial and SPE-
parallel have an area overhead of 1.3mm2. Stream ciphers
provide a low latency and high security (100%) encryption
but suffers from an area overhead ∼5× of SPE.

8. CONCLUSION
Although NVMM has recently attracted attention, var-

ious security concerns continue to arise over such devices.
Sensitive data written to NVMM persists even when the
system is powered down and can be leaked easily. We have
presented sneak path encryption that exploits the physical
parameters of the NVMM to secure data. Data secured
by SPE can only be decrypted on the same SNVMM used
for encryption. SPE also has a low performance and area
overhead. The advent of non-volatile caches calls for faster
encryption methods. Thus, extending SPE to consider high
speed non-volatile cache memories is an interesting direc-
tion.
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